Analysis of Factors Influencing Online Learning Using the Decision Tree Method
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Abstract

Objective: With the continuous development of online learning, the analysis of students' online learning has become increasingly important. Understanding which factors can influence students' engagement in online learning plays a crucial role in improving their learning performance. Methods: By utilizing web crawling techniques, students' online learning behavior data was collected from the Chinese University's massive open online courses (MOOC) platform. To address the imbalance in the dataset, a synthetic minority oversampling technique (SMOTE) was used. Course progress was used to reflect students' online learning status, which was categorized into interruptions and completions. Furthermore, to tackle the issue of low computational efficiency in the C4.5 decision tree algorithm, its calculation formula was improved to develop an improved version of C4.5. Findings: Of the several factors analyzed, the number of course chapters had the greatest impact on students' online learning, followed by the number of course evaluations and overall course scores. The classification of students' online learning situations based on an improved C4.5 algorithm revealed that the improved method achieved the highest accuracy rate of 0.942 and the shortest classification time of 0.165 s compared to methods such as the naive Bayesian and random forest algorithms. Novelty: This study designed an improved version of C4.5 to analyze the influencing factors in online learning, and its reliability was demonstrated through experiments, providing a new effective method for data analysis in online learning.

Keywords: Higher Education; Decision Tree; Online Learning; Influence Factors; e-Learning.

1. Introduction

With the development of information technology, the traditional teaching model has seen continuous changes, and the emergence of massive open online courses (MOOCs) [1] has provided more students with the possibility of online learning. Compared with the traditional teaching mode, MOOCs have the advantages of high freedom, high openness, and low learning costs [2], so they have been widely used, but interrupting online learning is frequent [3], i.e., the enrollment rate of students is high but the completion rate of learning is low. In order to further enhance the effectiveness of students' online learning, it is necessary to analyze the influencing factors. Students have accumulated massive learning-related behavioral data through online learning, which is more convenient to obtain and process. With the advancement of technologies such as data mining, more and more methods have been applied in educational data processing [4]. Dhanalakshmi et al. [5] used the Apriori algorithm to predict the performance of special children (e.g., mentally retarded) in special school learning, thus helping teachers to nurture the children. Sang [6] recognized college students’ psychological crisis states based on data mining and found through experiments that the method obtained an accuracy of more than 90%, which was helpful to help psychological management personnel guide their students.
Thangakumar et al. [7] designed a student achievement classification method based on ant colony optimization and logistic regression and found through experiments that its highest accuracy reached 97.99% and the F1 value was 97.02%. Roslan et al. [8] predicted the dropout rate of college students through the decision tree and regression model, conducted experiments on student data from a private university in Malaysia, and found that the decision tree method obtained a classification performance of 89.49%, i.e., the method was effective in predicting the at-risk students accurately. Ulkhaq et al. [9] proposed the term 'university bias' to address judgment biases in student competitions, as judges may give higher scores to participants from the same university. They conducted an analysis of a dataset of Indonesia's annual national university student competition using association rule mining techniques and found the existence of university bias. Onyema et al. [10] studied the influence of mobile technology on physical education during the COVID-19 lockdown period and evaluated its effects on academic performance among teachers. Using regression analysis and analysis of variance, they found that the application of mobile technology had a statistically significant impact on academic performance for both teachers and students, and the assistance provided by mobile technology was particularly valuable for continuing education.

Bessadok et al. [11] clustered student activities using activity log attributes from a learning management system dataset and subsequently examined the correlation between the profiles and academic achievements through statistical analysis, providing evidence for the influence of students' personal profiles on their educational performance. In another study by Tian et al. [12], they constructed a learning interest classification model based on a text convolutional neural network and gated recurrent unit. They evaluated its effectiveness using an experimental dataset comprising online English learners and found that it was excellent at classifying learning interests.

Pham et al. [13] developed a non-spatiotemporal multidimensional model for assessing the quality of university education by using the features of the dataset structure to form data variables and analyzing the relationships between these variables. By employing this approach, it enabled university administrators to formulate policies and enhance educational quality effectively. The article first analyzed the influencing factors of students' online learning in Section 1 and used the synthetic minority oversampling technique (SMOTE) to balance the dataset. Then, in Section 2, the C4.5 algorithm was analyzed, and its calculation formula was improved. In Section 3, the improved C4.5 method was utilized to examine the influencing factors of students' online learning, and its classification effectiveness and time were compared with the other approaches. Finally, Section 4 concludes the whole article. The workflow diagram is provided in Figure 1.
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**Figure 1. The workflow diagram**

### 2. Factors Influencing Students to Learn Online

Online learning is a way of learning with the help of information technology, which has become a very important part of modern education. It can get rid of the limitations of time and space [14] and promote the development of independent learning and lifelong learning. Online learning can help students learn the content of many different subjects more conveniently and efficiently. Compared with traditional learning methods, online learning has the following characteristics: (1) diversified learning methods: students can learn freely through personal computers and mobile devices; (2) personalized learning content: online learning can provide students with more targeted content to meet their personalized learning needs; (3) interactive learning communication: in the process of online learning, students can interact with their classmates and teachers through forum messages, scoring, and other ways.

In order to enhance students' online learning efficiency, it is necessary to analyze the factors that influence students' online learning. Therefore, this paper aims to establish a dataset using web scraping techniques and obtain relevant influencing factors related to students' online learning. The obtained dataset was balanced using the SMOTE algorithm.
Subsequently, an improved C4.5 algorithm was designed to understand the impact of different factors on whether students continue their online learning and predict in advance if they are likely to discontinue their studies. The specific research content is as follows:

This paper adopts crawling technology to crawl students’ behavioral data on online learning from the China University MOOC [15], and the target students were those who receive higher education, i.e., college, bachelor, master, and doctorate. A total of about 20,000 higher education students’ behavioral data were crawled from October 10, 2020, to October 10, 2022. After cleaning the data and excluding incomplete and abnormal values, 123,614 behavioral data points were obtained.

To facilitate the subsequent decision tree analysis, the obtained influencing factors related to online learning were processed, as shown in Table 1.

<table>
<thead>
<tr>
<th>Influencing Factors</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students’ education background</td>
<td>College = 1, Bachelor = 2, Master = 3, Doctor = 4</td>
</tr>
<tr>
<td>Number of course participants</td>
<td>The number of learners shown on the course page, below 1000 = 0, above 1000 = 1</td>
</tr>
<tr>
<td>Overall course score</td>
<td>The overall score displayed on the course page, below 4.0 = 0, above 4.0 = 1</td>
</tr>
<tr>
<td>Number of course evaluations</td>
<td>The number of evaluations displayed on the course page, below 100 = 0, above 100 = 1</td>
</tr>
<tr>
<td>Number of course chapters</td>
<td>The number of chapters displayed on the course page, below 10 = 0, above 10 = 1</td>
</tr>
<tr>
<td>Number of course tests</td>
<td>The number of tests displayed on the course page, below 10 = 0, above 10 = 1</td>
</tr>
<tr>
<td>Course learning progress</td>
<td>The average of the progress of different courses in which the students are involved, below 100% = 0, 100% = 1</td>
</tr>
</tbody>
</table>

First, the average progress of students’ courses was analyzed. The distribution of course learning progress among the 1236,145 data collected is shown in Figure 2.

![Figure 2. Distribution of students’ course learning progress](image)

It was observed in Figure 2 that among the collected samples, the number of students whose learning progress in the course was below 30% was the largest, accounting for 47%; 19% of the students had a learning progress of 30%~60%, 18% of the students had a learning progress of 60%~99%, and 16% of the students had a learning progress of 100%. If the course learning progress was divided into two categories, namely, interrupted learning (learning progress not reached 100%) and completed learning (learning progress reached 100%), it was found that the distribution of samples in the two categories was relatively uneven, accounting for 84% (10,3456) and 16% (20,158); therefore, to avoid the impact of data imbalance on the results of decision tree analysis, this paper chose the SMOTE method [16] for sample processing.

The principle of SMOTE is as follows. It was assumed that there was original data set \( S \) and minority-category sample set \( \{y_1, y_2, \cdots, y_m\} \). For every sample \( y_j \), \( K \) neighbors were obtained through the K-nearest neighbors’ algorithm [17]. \( s \) samples were randomly selected, and a new sample was generated for every \( y_j \) using the formula \( Y_{new} = Y_j + rand(0,1) \times (y_j - y_i) \). New samples were constantly generated until the dataset was balanced. After SMOTE processing, the ratio of interrupted learning to completed learning samples reached 1:1, i.e., the number of samples was 103,456:103,456.

On this basis, the correlation between different factors and students’ learning progress was analyzed using Pearson correlation coefficients, and the results are presented in Table 2.
According to Table 2, there is a strong correlation between the six selected factors and students' learning progress. Among them, the number of course chapters, the number of course evaluations, and the overall course score had high correlation coefficients exceeding 0.8, indicating a strong relationship with students’ learning progress. Student education background, the number of course tests, and the number of course participants followed closely behind in terms of their correlation. The results from Table 2 demonstrate that these six selected factors could be used for further analysis.

3. Decision Tree Method

A decision tree is a top-down classification method with a relatively simple and understandable computational process, which has extensive applications in data processing [18]. ID3 is one of the classical decision tree methods [19], which splits nodes by information gain (Gain). For data set $X = \{x_1, x_2, \cdots, x_n\}$, it is assumed that the occurrence probability of every data is $p(i)$, then, the information value of $x_i$ is written as: $I(x_i) = -\log_2 p(i)$, and the information entropy of $X$ is written as: $\text{Info}(X) = -\sum_{i=1}^{n} p(i) \log_2 p(i)$. It is assumed that the data set is divided into $C$ categories: $C = \{c_1, c_2, \cdots, c_n\}$, the occurrence probability of every category is $p(c_n)$. Then, the information value of $c_i$ is written as: $I(c_i) = -\log_2 p(c_i)$, and the information entropy of $C$ is written as: $\text{Info}(C) = -\sum_{i=1}^{n} p(c_i) \log_2 p(c_i)$.

The dataset is classified by feature $A$. The corresponding information gain of $A$ is written as:

$$Gain(A) = \text{Info}(X) - \text{Info}_A(X)$$

ID3 determines the classification criteria of a decision tree based on the size of the gain value. C4.5 is improved on the basis of ID3 [20]. The information gain ratio is used as an indicator for classification. For feature $A$, its corresponding information gain ratio is:

$$\text{GainRatio}(A) = \frac{Gain(A)}{\text{SplitInfo}_A(X)}$$

$$\text{SplitInfo}_A(X) = -\sum_{j=1}^{m} \frac{|X_{Aj}|}{|X|} \log_2 \frac{|X_{Aj}|}{|X|},$$

where $\text{SplitInfo}_A(X)$ is the splitting information of feature $A$.

C4.5 involves logarithmic operations in the calculation process, which leads to low calculation efficiency. To solve this problem, this paper improved the calculation formula of C4.5. According to Taylor’s formula and logarithmic base change formula [21]:

$$\ln(1 + x) = \sum_{n=0}^{\infty} \frac{[(-1)^{n+1}]}{n} x^n,$$

$$\log x = \frac{\ln x}{\ln 2}.$$  

The formula of $\text{GainRatio}$ in C4.5 was improved as:

$$\text{GainRatio}(C, A) = \frac{Gain(C, A)}{\text{SplitInfo}(A)} = \frac{\sum_{i=1}^{n} |X_{ei}||X||X_{ei}|}{\sum_{j=1}^{m} \sum_{i=1}^{n} |X_{ij}||X||X_{ij}|} \frac{\sum_{j=1}^{m} |X_{ij}||X||X_{ij}|}{|X|}.$$  

4. Results and analysis

The influencing factors of students’ online learning were analyzed using the optimized C4.5 method. First, the ranking outcomes of the importance of the six influencing factors selected are shown in Table 3.
Table 3. Ranking of importance of influencing factors

<table>
<thead>
<tr>
<th>Importance ranking</th>
<th>Influencing factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of course chapters</td>
</tr>
<tr>
<td>2</td>
<td>Number of course evaluations</td>
</tr>
<tr>
<td>3</td>
<td>Overall course score</td>
</tr>
<tr>
<td>4</td>
<td>Students’ education background</td>
</tr>
<tr>
<td>5</td>
<td>Number of course tests</td>
</tr>
<tr>
<td>6</td>
<td>Number of learners</td>
</tr>
</tbody>
</table>

It was seen from Table 3 that the number of course chapters had the greatest impact on students’ performance in online learning, followed by the number of course evaluations, while the number of course tests and the number of learners had small impacts on students’ performance of online learning. Therefore, the C4.5 decision tree obtained by using the number of course chapters as the root node is shown in Figure 3.

Figure 3. The decision tree for analyzing the factors influencing students to learn online

According to Figure 3, the following rules can be obtained.

1. IF number of course chapters = 1 AND number of course evaluations = 0 AND overall course score = 0 THEN learning progress = interrupted;
2. IF number of course chapters = 1 AND number of course evaluations = 0 AND overall course score = 1 THEN learning progress = interrupted;
3. IF number of course chapters=1 AND number of course evaluations=1 AND students’ education background = 4 THEN learning progress = completed;
4. IF number of course chapters = 1 AND number of course evaluations = 1 AND students’ education background = 1 THEN learning progress = interrupted;
5. IF number of course chapters = 0 AND number of course evaluations = 1 AND overall course score = 1 AND number of learners = 1 THEN learning progress = completed;
6. IF number of course chapters = 0 AND number of course evaluations = 1 AND overall course score = 1 AND number of learners = 0 THEN learning progress = interrupted;
7. IF number of course chapters = 0 AND number of course evaluations = 1 AND overall course score = 0 THEN learning progress = interrupted;
8. IF number of course chapters = 0 AND number of course evaluations = 0 AND number of course tests = 1 THEN learning progress = interrupted;
9. IF number of course chapters = 0 AND number of course evaluations = 0 AND number of course tests = 0 THEN learning progress = completed.
Based on the decision tree and the analysis of the above rules, it was found that the number of course chapters had the greatest impact on the course learning progress when students studied online. A large number of course chapters indicated that the time and effort required to finish the course was also high. Facing a long course in the process of online learning, higher education students might stop learning online due to a lack of time and patience, which led to interruption of learning progress. The number of course evaluations and the overall course score could reflect the quality and hotness of the course to a certain extent. The high number of evaluations and the high overall score indicated that the course was popular among students and the enthusiasm and initiative of the students were high; therefore, the possibility of students completing the study was high when the number of course evaluations was high and the score was high. Students’ educational background, number of course tests, and number of learners had small influences on online learning. Students were more likely to discontinue learning when they had a low education background, the number of course tests were large, and few learners studied the course.

Based on the results of the analysis, it was concluded that teachers should reasonably allocate course chapters to try to avoid students interrupting their learning due to the long course, and at the same time, they should improve the quality of the courses, fully mobilize students’ learning initiative and enthusiasm, and strengthen students’ willingness to learn online to motivate them to complete their online learning.

In the current research on the factors influencing students to engage in online learning, Effendy et al. [22] found that students’ intention to use online learning is influenced by the quality of instruction; Elshami et al. [23] found that technological pedagogical skills are the most important factor influencing the online learning of students; Syafril et al. [24] found that the most important barrier for students to engage in online learning is the lack of preparation of online learning materials. However, in the preliminary data investigation, most of these studies were conducted through questionnaire surveys. In comparison to these studies, this article first achieves higher objectivity in the data collection stage by obtaining and analyzing data from students’ online behaviors. Therefore, the obtained influencing factors were also more reliable, providing stronger support for practical online learning.

Finally, in order to understand the classification performance of the C4.5 model for online learning situations, the classification performance was analyzed. The results of the model classification are shown in Figure 4.

![Figure 4. Model classification results](image)

The evaluation indicators of classification effectiveness are as follows:

1. **Accuracy**
   
   \[
   \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
   \]

2. **Precision**
   
   \[
   \text{Precision} = \frac{TP}{TP + FP}
   \]

3. **Recall**
   
   \[
   \text{Recall} = \frac{TP}{TP + FN}
   \]

4. **F1**
   
   \[
   F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
   \]

To understand the effectiveness of the improved C4.5 method, it was compared with the baseline methods, including naive Bayesian (NB) [25], random forest (RF) [26], and support vector machine (SVM) methods [27], and the results are shown in Figure 5.
Figure 5. Comparison of the classification effects between different methods

It was seen from Figure 5 that the NB method had poor performance in accuracy and recall rate and had an F1 value of 0.720, indicating that the method was not effective in classifying students’ learning progress in the course. The indicators of the RF method were above 80%, among which, the accuracy reached 0.911. The indicators of the SVM method were above 90%, indicating that the SVM method performed better than the former two methods, and the F1 value of the SVM method was 0.920, which was 0.2 larger than the NB method. Finally, the improved C4.5 method achieved 0.942 in accuracy, 0.923 in precision, and 0.956 in recall rate in classifying students’ course learning progress. The F1 value of the improved C4.5 method was 0.939, which was 0.219 larger than the NB method, 0.073 larger than the RF method, and 0.019 larger than the SVM method. The results verified that the improved C4.5 method was reliable in classifying students’ online learning situations and predicting whether they will interrupt or complete their learning.

Then, the time performance of different methods was compared. Since the calculation formula of the C4.5 method was improved, the traditional C4.5 method was also added to the comparison, and the results are presented in Figure 6.

Figure 6. Comparison of the time performance between different methods

It was seen from Figure 6 that, among the compared methods, the classification time required by the C4.5 method was significantly shorter. The classification times of the NB, RF, and SVM methods were 0.764 s, 0.542 s, and 0.366 s, respectively. The classification time required by the C4.5 method was 0.263 s, which was significantly shorter than that of the former methods. After the improvement of the calculation formula, the classification time required by the improved C4.5 method was 0.165 s, which was 0.098 s shorter than the traditional C4.5 method. These results verified that the improvement of the C4.5 method significantly shortened the classification time and thus improved the efficiency of classification. Overall, the improved C4.5 method not only performed well in classifying students’ online student profiles but also had good time performance, so the method can be further applied in practical online learning.

Based on the experimental results, the improved C4.5 method identified the factors that have a great influence on students’ online learning situations. In practical application, these results can provide some suggestions for the online
learning platform, teachers, and even students. For the online learning platform, further analysis can be conducted on the courses with high and low student completion in order to improve the attractiveness of the platform for students. Teachers can consider improving their technical skills to arouse students’ interest in learning, and students can choose courses with a moderate number of chapters, more evaluations, and higher scores to achieve better learning results when they do online learning. The performance comparison of the improved C4.5 method with other methods also further proves its reliability, good classification effect, and higher classification efficiency, so it has good practical value.

5. Conclusion

This study analyzed the influencing factors of online learning for higher education students through the decision tree method. An improved C4.5 method was designed to enhance computational efficiency. Through analysis, it was found that the number of course chapters and the number of course evaluations had a significant impact on students’ learning progress. The decision tree model developed achieved an accuracy rate of 0.942 in classification experiments, with a classification time of only 0.165 s. These results outperformed the other methods, such as NB and RF, demonstrating the reliability of the proposed approach in classifying students’ online learning situations.

The research findings of this article are beneficial in helping educators further understand the influencing factors of students’ online learning and provide a theoretical basis for the design of practical online courses. It can contribute to improvements in the planning and design of online courses to enhance students’ motivation and drive to complete study, thereby improving the efficiency and quality of online learning and promoting its further development.

However, this study has some limitations. For example, the source of data was relatively single, and the selection of influencing factors was not comprehensive enough. Therefore, in future work, the researchers will conduct research on more comprehensive and complex student behavior data and include more influencing factors to further validate the applicability of the proposed method.
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