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Abstract

Biometrics has become a widely accepted solution for secure user authentication. However, the use of biometric traits raises serious concerns about the protection of personal data and privacy. Traditional biometric systems are vulnerable to attacks due to the storage of original biometric data in the system. Because biometric data cannot be changed once it has been compromised, the use of a biometric system is limited by the security of its template. To protect biometric templates, this paper proposes the use of directional bloom filters as a cancellable biometric approach to transform the biometric data into a non-invertible template for user authentication purposes. Recently, Bloom filter has been used for template protection due to its efficiency with small template size, alignment invariance, and irreversibility. Directional Bloom Filter improves on the original bloom filter. It generates hash vectors with directional subblocks rather than only a single-column subblock in the original bloom filter. Besides, we make use of multiple fingers to generate a biometric template, which is termed multi-instance biometrics. It helps to improve the performance of the method by providing more information through the use of multiple fingers. The proposed method is tested on three public datasets and achieves an equal error rate (EER) as low as 5.28% in the stolen or constant key scenario. Analysis shows that the proposed method meets the four properties of biometric template protection.
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1. Introduction

A biometric system is used to verify an individual’s identity through their biometric traits, such as voice, facial features, and finger veins, among others. It is a preferable alternative to knowledge and token-based systems, as biometrics cannot be easily misplaced, shared, or stolen. In recent years, finger vein biometrics has become increasingly popular as a type of hand-based biometric for access control systems and financial applications, in comparison to other biometric traits such as fingerprint, palmprint, and hand geometry. A finger vein is an image of the blood vessels inside a finger taken with an infrared or near-infrared imaging system. The hemoglobin in blood vessels absorbs near-infrared light, causing the veins to appear as a unique structure in the resulting image. Since the veins are located inside the finger, they are less susceptible to noise and damage, making them well-suited for user authentication [1].

On the other hand, multimodal biometric systems refer to the use of multiple biometric traits for a biometric system. Multimodal biometrics has several advantages as compared to unimodal biometrics: better accuracy, better universality, more robustness to impostor attacks, and fault tolerance. Generally, multimodal biometric systems can be categorized based on their information source as multi-trait, multi-sensor, multi-algorithm, multi-instance, and multi-sample. This paper focuses on a multi-instance biometric system that uses several instances of a biometric trait for recognition, such as the index, middle, and ring fingers. Multi-instance biometrics has the advantage of low cost as it requires only one sensor for enrollment and verification [2].
The use of biometrics has raised serious concerns about personal data security and privacy. The main reasons are that biometric traits are not renewable; they cannot be easily replaced or cancelled because they are inherently associated with the user. Also, if the data from the biometric trait is stolen, it will be compromised permanently and cannot be used in other systems anymore. To resolve the security and privacy issues, the idea of a biometric template protection (BTP) scheme has been proposed. Template protection is a method to protect biometric data by storing the transformed template rather than raw biometric data in a biometric system [3]. A properly specified BTP scheme should have the following properties, according to [4]:

- Irreversibility: the template is very difficult to invert back to original biometric data.
- Renewability: compromised template can be revoked, and a new one can be reissued from the same biometric data.
- Unlinkability: the template does not allow cross-matching across databases to protect user's privacy.
- Performance: the template does not degrade the recognition accuracy of the system.

The proposed multi-instance finger vein template protection method is divided into four major modules: pre-processing, feature extraction, feature transformation, and matching. Pre-processing is first used to segment the finger from the background and make the input image easier to use for the rest of the system. It consists of: watershed segmentation, morphological operation, contrast-limited adaptive histogram equalization, and resize. Next, a modified Frangi method is adopted as the feature extraction approach to segment the vein and convert it into a feature vector. Subsequently, feature transformation is performed with row-wise permutation, a random XOR operation, and followed by directional bloom filter for template generation. Matching is then conducted in the transformed domain by using hamming distance matcher. The proposed system is tested on three publicly available datasets for performance evaluation and security analysis. Prior Bloom filter research [5, 6] has primarily focused on their use in iris and facial recognition, demonstrating their potential in template protection. While Cai et al. [7] investigate the use of a bloom filter for finger veins, this paper introduces the directional Bloom filter as an attempt to improve on the traditional Bloom filter for finger vein template protection. This improved version innovates by employing directional subblocks for hash vector generation, as opposed to the original Bloom filter's single column subblock. Furthermore, a significant contribution to our work is the implementation of multi-instance finger vein identification. Unlike Cai et al. [7], which employ a single instance, our approach employs multiple instances, which enriches the template and may provide more reliable results.

The remainder of the paper is organized as follows: Section 2 presents the works related to template protection, Section 3 outlines the contributions, Section 4 describes the proposed system, Section 5 presents the experimental results, Section 6 summarizes the experiments, and Section 7 provides the conclusion.

2. Related Works

Typically, BTP comes in two major categories: cancellable biometrics and biometric cryptosystems. This paper presents a cancellable biometric-based template protection method. Cancellable biometrics works by performing a transformation on biometric data to generate a template. The transformation function can be invertible or non-invertible. In a non-invertible transform, an attacker cannot reverse or reconstruct the original biometric data from the template even when the secret key is compromised. Another benefit of cancellable biometrics is that it ensures matching in the transformed domain by securely converting the biometric data into a new template, which is then stored in a secure database and used for authentication. When a user presents their biometric data for authentication, the system applies the same transformation process to the input data and compares the transformed data with the stored transformed data. Since the transformation is secure and irreversible, it is computationally infeasible to derive the original biometric data from the transformed data. This ensures that the original biometric data remains private and secure while still allowing for accurate matching in the transformed domain [3].

To date, cancellable biometrics has been adopted successfully in different biometric traits, such as fingerprint [8-10], face [10-12], iris [13-15], palmprint [16-18], online signature [19-21], and others. In this research, we focus on cancellable biometrics, more specifically non-invertible transform [22]. Non-invertible transform is chosen because template protected by invertible transform or salting can be recovered to original biometric data if an attacker has access to the secret key. Nevertheless, in non-invertible transform, the template cannot be reverted, making it more secure. Specifically, our research focuses specifically on the use of Bloom filter as BTP. The adaptability of Bloom filter-based template protection to various biometric modalities represented by binary templates, such as face [6], iris [5], or fingerprint [23], is one of its primary advantages over other approaches. Bloom filters are distinguished by their flexibility, making them an ideal foundation for developing a refined version known as directional Bloom filter (DBF).

Li et al. [18] proposed a BTP method for palmprint biometrics using randomized cuckoo hashing and MinHash. It works by, firstly, extracting the palmprint binary feature using an anisotropic filter. The feature was then resized to a quarter of its original size. It was then XOR with a random block. The XORed feature was then divided into non-overlapping blocks. Each block was Hadamard product with two random complementary matrices to generate two
different subblocks. Cuckoo hashing was performed for each subblock to generate two hash vectors. After that, MinHash was performed on each hash vector to generate a hash code. All of the hash codes were then concatenated to form the template. In this BTP method, Cuckoo hashing worked by having two empty hash vectors. Each column in a subblock was converted from binary to decimal. Each of the decimal values was then used as an index of the first hash vector to set its value to 1. If the first hash vector value was already set in the index, the column was once again converted from binary to decimal using gray encoding. The index was then used to set the value of the second hash vector to 1. MinHash worked by permuting the hash vector and recording the index of the first active bit. The permutation was done several times, and then the indexes were used as the hash code. The system used Jaccard distance as the matcher. The system was tested on PolyU database with the lowest EER of 2.67% and \( D_{sys} \) of 4%.

The bloom filter was used for face biometrics in Gomez-Barrero et al. [6]. Firstly, a binary feature was extracted from the face image. It was then divided into non-overlapping blocks. The blocks were then grouped into several groups. After that, each group was row permuted. The groups were then divided back into blocks. Following that, each block was used in bloom filter to generate a hash vector. The concatenated hash vectors were the template. The bloom filter worked by taking each column from the block, and then converting it from binary to decimal. The decimal value was used as an index of a hash vector to set its value to 1. The system was tested on the face subcorpus of the Desktop Dataset (DS2) of the BioSecure Multimodal Database with the lowest EER of 6.1% and \( D_{sys} \) of 9%.

In Rathgeb et al. [5] a method applied to iris biometrics called adaptive bloom filter is introduced. It began from the binary feature extracted from the iris image. It was then divided into non-overlapping blocks. For each block, bloom filter was performed to generate a hash vector. The concatenated hash vectors formed the template. The bloom filter worked by initially creating an empty hash vector. Each column of the block was then XORed with a random vector generated by an application specific secret key. The column was then converted from binary to decimal, which was then used as an index to set the value of the hash vector to 1. The iris texture of an iris image was segmented by using weighted adaptive Hough algorithm. The system was tested with two feature extractors: Log-Gabor filter and dyadic wavelet transform. In Log-Gabor filter, the iris texture was first divided into stripes (row-wise division of an image). Each stripe was row-wise averaged to get a signal. The signal was then convolved with a Log-Gabor filter. The outputted phase signal was discretized into two bits. The concatenation of the discretized signals was used as the feature. In dyadic wavelet transform, the iris texture was first converted to the row-wise averaged signal from the striped texture. Each signal was then transformed with dyadic wavelet transform, generating two subbands. For each subbands, its local minima and maxima above a threshold is located and the region between the extreme points was alternated with 0 and 1 bits. The concatenated subbands were the features. The system used fractional Hamming distance as the matcher and achieved the lowest EER of 1.14% when tested on the CASIA-v3-Interval iris database for performance evaluation.

Kirchgasser et al. [24] proposed a template protection method for finger veins using alignment-robust hashing (ARH) and index-of-maximum (IoM) hashing. It began by first determining the region of interest (ROI) from the finger vein image. After that, a high-frequency emphasis filter, a circular Gabor filter, and contrast-limited adaptive histogram equalization were applied to the ROI to enhance finger vein visibility. The proposed system was tested with several well-established feature extractors for finger veins. Next, the feature set was transformed using ARH and IoM hashing for template protection. Specifically, ARH divides the feature into a grid of non-overlapping blocks and flattens each block to one dimension. It then histograms the distances between two active bits and concatenates the resulting hash vectors to form the ARH template. IoM hashing, on the other hand, computes the inner product between the ARH template and several random Gaussian vectors generated by a secret key. The index of the maximum value of the result was then saved. This was repeated several times, and the results were saved as the IoM template. The template was matched by calculating the number of times the reference template appeared the same as the query template. The proposed BTP method was tested on the University of Twente Finger Vascular Pattern (UTFVP) database and the PLUSVein-FV3 Dorsal-Palmar finger vein database (PLUSVein-FV3), which contains two subsets: laser palmar (PLUS Laser) and led palmar (PLUS LED). The lowest EER was 3.89% (UTFVP), 3.79% (PLUS Laser), and 4.08% (PLUS LED). The lowest was 5.2% (UTFVP), 6.1% (PLUS Laser), and 5.2% (PLUS LED).

Cai et al. [7] proposed a template protection method for finger veins using the Gabor filter and Bloom filter. Firstly, the Gabor filter is used to detect the ridges in the images. The Gabor filter works by convolving the image with several kernels of varying frequencies and orientations, which generate several sub-images. The sub-images are then combined by averaging, and then they are masked to get the region of interest (ROI) image. The ROI image is then thresholded with adaptive thresholding to binarize the finger vein. Morphological operations are also used to remove noise. The feature is then divided into non-overlapping blocks. The blocks are then concatenated, and their rows are permuted. After that, each block is a Hadamard product with a random matrix. The bloom filter is then done for each block, where for each column in each block, it is mapped to an index according to a hash function. The indexes are then used to set the bits in the hash vector to 1. The concatenated hash vectors are the feature vectors. When using multiple fingers, the proposed system is tested at two fusion levels: image fusion and feature fusion. The method is evaluated on three different public datasets, with an EER as low as 5%.
On the other hand, template protection by applying block remapping and block warping to vein patterns in the image domain was designed by Kirchgasser et al. [25]. First, the finger vein feature is extracted from the finger vein image using a feature extractor. The feature is then transformed using either block remapping or block warping to create a template. The template is then matched by using image correlation. Block remapping works by dividing the feature image into non-overlapping blocks. The blocks are then randomly selected with replacements (with a user defined ratio of redundant blocks) to create a template. Block warping works by dividing the feature image into non-overlapping blocks. The output image template is subjected to random distortion using a grid, and each distorted block is then filled with the content of its original block through spline interpolation. The proposed method is tested with various feature extractors, including the Gabor filter, isotropic undecimated wavelet transform, maximum curvature, principal curvature, repeated line tracking, and wide line detector. The lowest EER obtained with block remapping was 3.27% for UTFVP, 15.52% for PLUS Laser, and 4.42% for PLUS LED. The lowest EER achieved with block warping was 0.71% for UTFVP, 2.02% for PLUS Laser, and 1.00% for PLUS LED.

Ren et al. [26] introduced a template protection method for finger vein using Rivest-Shamir-Adleman (RSA) encryption. Firstly, the RSA algorithm is used to generate an encryption key and public modulus. The finger vein image is then encrypted by transforming each pixel with the key and modulus. There are two proposed variations of the transformation: local binary pattern (LBP) or direct. LBP denotes that the finger vein image is first transformed with LBP before the LBP feature is encrypted using the key and modulus. The key and modulus are used to directly encrypt the finger vein image. The encryption output is then normalised using pixel normalisation. After normalisation, image enhancement is used. Several image enhancements are tested: mean filtering, histogram equalization, gamma transform, Gaussian filtering, and median filtering. The images are then normalised in terms of position, rotation, and scale of the images. Registration is done by using a spatial transformer module. The image is then classified using a residual network with squeeze and excitation block, a type of convolutional neural network. SDUMLA-HMT, MMCBNU_6000, HKPU, and FV-USM databases were used to test the proposed system. The proposed system has the highest accuracy: 96.698% (SDUMLA-HMT), 99.667% (MMCBNU_6000), 99.038% (HKPU), and 99.593% (FV-USM). The proposed system has the lowest EER: 2.137% (SDUMLA-HMT), 0.090% (MMCBNU_6000), 0.277% (HKPU), and 0.091% (FV-USM).

Ghouzali et al. [27] proposed using a logistic map and torus automorphism to protect face and fingerprint templates. The face and fingerprint are processed independently before being fused using score fusion. First, minutiae are extracted for fingerprinting. Torus automorphism is then used to transform the fingerprint minutia into a template. The fingerprint minutiae are then transformed into a template by using torus automorphism. Torus automorphism works by randomly distributing the minutia points according to some parameters following a chaotic sequence. For the face, it is resized to 8 × 8 which is then convolved with a randomly generated user-specific kernel using logistic map. For matching, the system uses Euclidean distance for fingerprint matching and Cosine distance for face matching. The scores are then normalized using performance anchored normalization and then summed using weighted sum. The proposed system is then tested using ORL face database and FVC2002 DB1 fingerprint database. The lowest EER of the proposed system is 0%.

Bassit et al. [28] investigated the use of iris recognition system template protection using bloom filter (BF) and homomorphic encryption (HE). This paper proposed combining BF and HE to take advantage of each method’s strengths. BF has been shown to be either fast and accurate but not unlinkable. Meanwhile, HE is precise and unlinkable, but it is slow. The proposed system then combined them in order to be precise, unlinkable, and fast template protection system. The proposed system achieved an EER of 0.17% for the IITD iris database, with a runtime of 104.35 ms for 128 bits, 155.15 ms for 192 bits, and 171.70 ms for 256 bits, respectively.

3. Contributions

In general, a biometric system requires higher security and privacy to enjoy its benefits, compared to knowledge and token-based authentication. This is because biometric data is permanently unusable once it is compromised, and it is inherently linked to a person’s identity. To deal with these issues, this paper contributes the following:

- The use of multi-instance finger vein biometrics as a means of improving the performance of biometric systems. Biometric systems, unlike knowledge-based and token-based systems, are imperfect and cannot authenticate a user with complete accuracy all the time. Enhancing performance, therefore, remains a main concern in biometric system design. Multi-instance biometrics has been found to be a promising method for enhancing the performance and security of a biometric system. By combining information from multiple fingers into a single template, attackers must compromise multiple fingers simultaneously to successfully breach the system. Additionally, template protection method makes it difficult to revert back to the original biometric data, thereby improving the security of the biometrics. Multi-instance biometrics can also be used to deter spoofing in challenge-response type systems, where the system prompts the user to present the biometric data in a random order to confirm the user’s identity. The main focus of this research, therefore, is to design secure template protection for a multi-instance finger vein system.
• This paper proposes the use of feature transformation for template protection, which includes row-wise permutation, random XOR operation, and directional bloom filter. The row-wise permutation and random XOR operation enhance the template's unlinkability and renewability. Renewability is achieved by generating different templates using different secret keys. Unlinkability is achieved by distributing the finger vein feature set differently using different secret keys, making it difficult to perform cross-matching across different systems for a user's finger vein.

• Directional bloom filter (DBF) is used to add the required security and privacy in a biometric system. Directional bloom filter is an improvement over the original bloom filter by using different rows, columns, and diagonals subblocks from the blocks instead of just the columns subblocks. The use of more subblocks means there are more active bits in the hash vector, which makes the template more secure. The proposed DBF fulfills the four properties of a good template protection method: irreversibility, renewability, unlinkability and performance, which will be vindicated with the experimental analysis in Section 5.

4. Research Methodology

4.1. Overview

The proposed system can be divided into preprocessing, feature extraction, feature transformation, and matching. Preprocessing is used to improve the input image for the subsequent step. Feature extraction is used to get the finger vein feature from the image. Feature transformation is used to perform an invertible transform to secure the finger vein feature as a template. Matching is used to determine whether the template belongs to a user. The overview of the system can be seen in Figure 1.

![Figure 1. Overview of the system](image1)

4.2. Preprocessing

Watershed segmentation, morphological operation, contrast-limited adaptive histogram equalization (CLAHE), and image resizing are all part of the preprocessing steps. To separate the finger from the background, watershed segmentation is used. It works by converting the input image into a height or elevation map based on pixel values and then flooding the basins with user-defined markers. The markers show if the flooded area is the region of a finger vein or a background. After that, a morphological operation is used to remove any remaining background. Because the finger region is typically large and grey, it accomplishes this by removing small and dark regions. CLAHE is then used to improve image contrast by more evenly distributing pixel values using histograms. It differs from regular histogram equalization in that it calculates the local histogram of an image divided into blocks rather than the global histogram calculated from the entire image. Finally, image resizing is done to change the size of the input image to a fixed size to be used for subsequent matching purposes. The overall preprocessing steps can be seen in Figure 2.

![Figure 2. Preprocessing](image2)
4.3. Feature Extraction

In this work, a modified Frangi filter is used as the feature extractor. It consists of: Frangi filter, thresholding, and flood fill. Frangi filter is used to extract the vein from the finger image. Frangi et al. [29] proposed the use of the eigenvalues of the Hessian matrix of an image to detect blood vessels. The Hessian matrix of an image is the second order derivative of an image that gives information about the local structure of the 2D image. It can be obtained by analyzing its eigenvalues. Eigenvalue analysis works by finding the two principal directions (eigenvectors) and magnitudes (eigenvalues) of the curvature of the image. The two eigenvectors and eigenvalues describe the second order ellipsoid of the image. The second order ellipsoid has an intuitive geometrical interpretation of its eigenvalues. If an eigenvalue is positive, it means that it is concave up (a valley) and if an eigenvalue is negative, it means that it is concave down (a ridge). Also, when one of the eigenvalues is small and the other is big, it means that it is tubular (a finger vein). If both eigenvalues are small, it means that it is a noise (background). Meanwhile, if both eigenvalues are big with the same sign and magnitude, it means that it is blob-like. The Hessian of an image is approximately calculated by convolving the image with the second order derivative of a Gaussian kernel.

Let $I(x,y)$ be the preprocessed image with $x$ and $y$ be the pixel coordinate of the image, then the Hessian $H_s(x,y)$ of $I(x,y)$ for Gaussian scale $s$ is:

$$H_s(x,y) = s^2 I(x,y) \ast \frac{\partial^2}{\partial x \partial y} G_s(x,y)$$  \hspace{1cm} (1)

where $\ast$ is the convolution operator and the Gaussian function $G_s(x,y)$ is:

$$G_s(x,y) = \frac{1}{\sqrt{2\pi s^2}} e^{-\frac{x^2 + y^2}{2s^2}}$$  \hspace{1cm} (2)

Let $\lambda_{s,k}$ be the eigenvalues to the corresponding eigenvectors $u_{s,k}$ of the Hessian $H_s$ for Gaussian scale $s$ and $k \in \mathbb{D}$ dimensional input image, where:

$$\lambda_{s,k} = u_{s,k}^T H_s u_{s,k}$$  \hspace{1cm} (3)

The $\lambda_k$ is ordered in ascending magnitude, where:

$$|\lambda_1| \leq |\lambda_2|$$  \hspace{1cm} (4)

The eigenvalues relations can be computed as a ratio $R_B$ that measures deviation from blob-like structure. The ratio is defined as:

$$R_B = \frac{|\lambda_1|}{|\lambda_2|}$$  \hspace{1cm} (5)

Another measure is the second order structureness $S$, that measures the contrast of a region by calculating the Frobenius matrix norm of the Hessian $\|H\|_F$. It is used to remove the background from structures by taking into account the vein structure, which is a small structure with a high contrast. It is defined as:

$$S = \|H\|_F = \sqrt{\sum_{k=1}^{\mathbb{D}} \lambda_k^2}$$  \hspace{1cm} (6)

The measures are combined into one as a vesselness measure $V$ with $\beta$ and $c$ as user-defined variables to control the measures, which is defined as:

$$V = \begin{cases} 0 & \lambda_2 = 0 \\ \exp \left( \frac{-R_B^2}{2\beta^2} \right) \left( 1 - \exp \left( \frac{-S^2}{2c^2} \right) \right) & \lambda_2 > 0 \end{cases}$$  \hspace{1cm} (7)

The vesselness measure is performed for each Gaussian scale $s$ with $s_{\text{min}}$ and $s_{\text{max}}$ the minimum and maximum scales at which the relevant structures are expected to be found. They are combined into one by:

$$V = \max_{s_{\text{min}} \leq s \leq s_{\text{max}}} V_s$$  \hspace{1cm} (8)

Thresholding is then used to binarize the output of the Frangi filter $V$, by comparing the value to a constant. Let $I_T(x,y)$ be the image after thresholding is formulated as:

$$I_T(x,y) = V(x,y) > 0$$  \hspace{1cm} (9)
Flood fill is used to remove falsely detected finger vein. It does so by selecting a contiguous region that is connected to a user-defined point, and changing its label to background. The user-defined point is set to the centroid of black regions in the image, since the background is typically black. The feature extraction can be seen in Figure 3.

4.4. Feature Transformation

Our work is inspired by bloom filter-based template protection [6]. The proposed direction bloom filter (DBF) is an enhanced version of bloom filter based on the transformation of feature set into rows, columns, and diagonal subblocks, instead of just using a column subblock for template generation. This helps to increase the number of active bits in the hash vector to strengthen the irreversibility of BTP. Besides, the proposed method also includes XORing the block with a randomly generated block, and thus improving unlinkability.

In this paper, multi-instance finger vein recognition system has been implemented with DBF for improved performance and security. The use of multiple fingers increases the amount of information available for classification and enhances security by requiring an attacker to compromise multiple fingers to attack the system. For multi-instance DBF template protection, two distinct fusion strategies, namely feature fusion and template fusion, are designed (see Figure 6).

For feature transformation, the proposed directional bloom filter (DBF) works by first dividing the feature into non-overlapping blocks $B$ where $B = \{b_1, ..., b_{n\text{blocks}}\}$ where $n\text{blocks} = n\text{rows} \times n\text{cols}$. $n\text{rows}$ and $n\text{cols}$ refer to the number of rows and columns the feature is divided into, respectively. Each block $b$ has the size of $n\text{block}\text{rows} \times n\text{block}\text{cols}$:

\[
b = \begin{cases} 
p_{1,1} & \cdots & p_{1,n\text{blocks}\text{cols}} \\
\vdots & \ddots & \vdots \\
p_{n\text{block}\text{rows},1} & \cdots & p_{n\text{block}\text{rows},n\text{block}\text{cols}} 
\end{cases}
\] (10)

where $p$ is the pixel value of the block.

The rows of the blocks are permuted according to a secret key across all the blocks. Each block is then XORed with $r$ where $r$ is a randomly generated block according to a secret key. Each block is then used to generate a hash vector $h$ and $H = \{h_1, ..., h_{n\text{blocks}}\}$. The overall framework of the feature transformation scheme is portrayed in Figure 4.
The hash vector $h$ is generated by dividing the block $b$ to subblocks $S$. The subblocks $S$ correspond to the rows $s_r$, columns $s_c$, and diagonals $s_d$ of the block where $s_r^i = \{p_{i,1}, \ldots, p_{i,n_{\text{block,cols}}}\}$, $s_c^j = \{p_{1,j}, \ldots, p_{n_{\text{block,rows}},j}\}$, and $s_d^k$ is defined as:

$$
s_d^k = \begin{cases} 
\{p_{1,1+k}, p_{2,2+k}, \ldots, p_{n_{\text{block,rows}},n_{\text{block,cols}}+k}\} & k > 0 \\
\{p_{1,1}, p_{2,2}, \ldots, p_{n_{\text{block,rows}},n_{\text{block,cols}}}\} & k = 0 \\
\{p_{1+k,1}, p_{2+k,2}, \ldots, p_{n_{\text{block,rows}}+k, n_{\text{block,cols}}}\} & k < 0
\end{cases}
$$

(11)

where the block is padded with zeros for the index greater than the block size.

Each subblock $s$ is then used to generate an index $f(s)$ using a hash function $f$ (a binary to integer function). The value of the hash vector is set to 1 in the position determined by the generated index, $h[f(s)] = 1$. The implementation of directional Bloom filter can be seen in Figure 5.

The overall flow of the proposed DBF method is presented step-by-step in the form of pseudocode that can be found in Algorithm 1.
Algorithm 1. Directional bloom filter pseudocode

4.5. Template Matching

The output of the proposed system after feature transformation, which is binary, is matched using Hamming distance matcher. Hamming distance matcher is a matcher between two binary features that works by calculating the proportion of disagreeing components between the two different set of feature vectors. Let $u$ and $v$ be a binary feature vector of dimension $N$ and $\oplus$ is the XOR operation, then the hamming distance $d(u, v)$ is computed based on the following equation:

$$d(u, v) = \sum_{i=1}^{N} u_i \oplus v_i$$

5. Experimental Analysis

5.1. Experimental Setup

The proposed method is validated using two standard benchmark databases for finger vein recognition, UTFVP and PLUSVein-FV3. Both datasets are widely used as benchmark datasets for finger vein recognition in the research community. It has been used to assess the performance of various finger vein recognition algorithms and template protection methods. Specifically, the University of Twente Finger Vascular Pattern (UTFVP) dataset is a collection of finger vein images created by the Biometric Recognition Group at the University of Twente in the Netherlands from 60 Twente University students during the 2011-2012 academic year, with 82% between the ages of 19 and 30, 27% female, and 13% left-handed [30]. A local custom device was used to capture the images of finger veins. Each person provides three fingers (index, middle, and ring) from both hands, and each finger is sampled four times. The dataset contains 1440 images (60 individuals × 3 fingers × 2 hands × 4 samples). Each image is 672 × 380 pixels in size and stored in "*.png" format.
On the other hand, the PLUSVein-FV3 LED-Laser Dorsal-Palmar Finger Vein dataset is from the University of Salzburg [31]. The images of the finger veins were captured using a local custom device that used LED or laser illumination. In this paper, the LED dataset is referred to as PLUS LED, while the laser dataset is referred to as PLUS Laser. The finger vein images were acquired from 60 people of three fingers (index, middle, and ring finger) on both hands. Each of the fingers was sampled five times. There are 1800 images in total for each dataset (60 individuals × 3 fingers × 2 hands × 5 samples). The images are in "png" format and have a resolution of 600 × 1024 pixels. The dataset also includes manually annotated ground truth images, which can be used for evaluation and benchmarking of finger vein recognition algorithms.

The proposed system uses two fusion methods, feature fusion and template fusion, as a multi-instance finger vein system requires a method to combine information from multiple finger veins. Feature fusion concatenates features after extraction and uses them in subsequent processes, while template fusion concatenates templates after transformation and uses them in subsequent processes. Figure 6 depicts the two fusion strategies.

![Feature fusion](image1)

![Template fusion](image2)

**Figure 6. Fusion methods used in the proposed system**

For the subsequent experiments, ‘li’ means left index finger, ‘lm’ means left middle finger, and ‘lr’ means left ring finger. Genuine accept rate (GAR) is the rate at which a real user is authenticated as real, the higher the value, the better the system is. False accept rate (FAR) is the rate at which a fake user is authenticated as real, lower is better. False reject rate (FRR) is the rate at which a real user is authenticated as fake, lower is better, \( FRR = 1 - GAR \). Equal error rate (EER) is the rate at which the FAR and FRR are equal, it is a way to tell the performance of the system in a balanced manner, lower is better.

### 5.2. Experimental Results

The experimental results of the baseline method using only the modified Frangi filter are presented in Table 1. It can be seen that the baseline modified Frangi filter achieves the lowest EER of 2.78% for UTFVP, 3.95% for PLUS LED, and 4.33% for PLUS Laser. The results show that using multiple fingers improves EER by 2.71% on average (with a standard deviation of 4.43%), implying that using multi-instance fingers is generally more effective than relying on a single finger for recognition.
Table 1. Experimental results for baseline Modified Frangi Filter method

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Fingers</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>UTFVP</td>
<td>('li',)</td>
<td>2.78%</td>
</tr>
<tr>
<td></td>
<td>('li', 'lm')</td>
<td>3.89%</td>
</tr>
<tr>
<td></td>
<td>('li', 'lm', 'lr')</td>
<td>3.89%</td>
</tr>
<tr>
<td>PLUS LED</td>
<td>('li',)</td>
<td>6.83%</td>
</tr>
<tr>
<td></td>
<td>('li', 'lm')</td>
<td>4.50%</td>
</tr>
<tr>
<td></td>
<td>('li', 'lm', 'lr')</td>
<td>3.95%</td>
</tr>
<tr>
<td>PLUS Laser</td>
<td>('li',)</td>
<td>15.50%</td>
</tr>
<tr>
<td></td>
<td>('li', 'lm')</td>
<td>7.12%</td>
</tr>
<tr>
<td></td>
<td>('li', 'lm', 'lr')</td>
<td>4.33%</td>
</tr>
</tbody>
</table>

The receiver operating characteristic (ROC) curve of the baseline system using modified Frangi filter can be observed in Figure 7. In general, the ROC curve can be used to observe system performance at various levels of desired performance. When comparing the use of a biometric system to login to a game versus login to a bank account, not all uses of a biometric system require the same security threshold. When used in a game system, it is preferable to have a higher genuine accept rate (GAR) in exchange for a higher false accept rate (FAR). Meanwhile, when used for a bank account system, having as little FAR as possible is more important, even if it lowers GAR. EER is useful for comparing overall system performance, whereas the ROC curve is useful for comparing specific system performance.

For performance evaluation of template protection, we have both user key and constant key scenarios. A constant key means that the secret key used to generate randomness in the system is the same for all individuals. The outcome represents the worst-case scenario in which the attacker obtained the secret key. The user key scenario is when the secret key is unique to each individual. This simulates the system's normal operation. In experiments, the proposed system with user key achieves an EER of 0% every time. The following experiments are conducted using a constant key with \( n_{\text{block rows}} = 8 \) and \( n_{\text{block cols}} = 4 \). Figure 8 shows the line plot of the result of directional bloom filter tested on multiple parameters with 10 different constant keys transformation, the line shows the average of the results, and the shaded region shows the 95% confidence interval of the results. As shown in Figure 8, the proposed directional bloom filter is not very sensitive when different parameters and constant keys are used, as evidenced by the small spread of the 95% confidence interval. The parameters 8x4 produce mostly satisfactory results in the constant key scenario, so they are used in subsequent experimental analysis for performance comparison.
Figure 8. Result of directional bloom filter when tested on different parameters
Table 2 shows that the proposed method for UTFVP produced better results. It can be seen that using three fingers with DBF and template fusion results in the lowest EER of 5.28%. It also demonstrates that using two fingers with DBF and template fusion results in the lowest $D_{sys}$ of 5.86%. This demonstrates that DBF is more performant and private than BF in general. Multi-instance also improves DBF and BF performance while improving DBF privacy. Overall, the DBF approach resulted in 2.51% to 3.75% of EER improvements over the baseline bloom filter, with feature fusion providing the best improvement (3.06% to 3.75%) and template fusion providing slightly lower improvement of the results (2.51% to 3.33%).

<table>
<thead>
<tr>
<th>Fingers</th>
<th>Feature Transformation</th>
<th>Fusion</th>
<th>EER</th>
<th>$D_{sys}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>('li',)</td>
<td>DBF</td>
<td>-</td>
<td>13.73%</td>
<td>6.94%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>-</td>
<td>16.39%</td>
<td>24.93%</td>
</tr>
<tr>
<td>('li', 'lm')</td>
<td>DBF</td>
<td>feature</td>
<td>6.39%</td>
<td>7.16%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>template</td>
<td>10.00%</td>
<td>29.58%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>feature</td>
<td>10.14%</td>
<td>25.79%</td>
</tr>
<tr>
<td>('li', 'lm', 'lr')</td>
<td>DBF</td>
<td>template</td>
<td>5.28%</td>
<td>6.24%</td>
</tr>
<tr>
<td></td>
<td>DBF</td>
<td>feature</td>
<td>5.83%</td>
<td>7.45%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>template</td>
<td>7.79%</td>
<td>31.42%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>feature</td>
<td>8.89%</td>
<td>23.53%</td>
</tr>
</tbody>
</table>

The ROC curve of the proposed method for UTFVP can be seen in Figure 9.

As shown in Table 3, our proposed PLUS LED method, which uses three fingers with DBF and template fusion, has the lowest error rate (7.06%). Using only one finger with DBF results in the best system performance, with the lowest $D_{sys}$ of 4.83%. Overall, DBF provides more privacy, particularly in multi-instance settings. When feature and template fusion techniques are used, our directional bloom filter outperforms the bloom filter and achieves lower EERs in all instances.
Table 3. Experimental results for PLUS LED

<table>
<thead>
<tr>
<th>Fingers</th>
<th>Feature Transformation</th>
<th>Fusion</th>
<th>EER</th>
<th>$D_{sys}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>('li',)</td>
<td>DBF</td>
<td>-</td>
<td>16.61%</td>
<td>4.83%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>-</td>
<td>23.50%</td>
<td>15.25%</td>
</tr>
<tr>
<td>('li', 'lm')</td>
<td>DBF</td>
<td>template</td>
<td>9.33%</td>
<td>5.19%</td>
</tr>
<tr>
<td></td>
<td>DBF</td>
<td>feature</td>
<td>9.33%</td>
<td>5.70%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>template</td>
<td>17.89%</td>
<td>12.91%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>feature</td>
<td>19.25%</td>
<td>11.12%</td>
</tr>
<tr>
<td>('li', 'lm', 'lr')</td>
<td>DBF</td>
<td>template</td>
<td>7.06%</td>
<td>4.85%</td>
</tr>
<tr>
<td></td>
<td>DBF</td>
<td>feature</td>
<td>7.83%</td>
<td>5.34%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>template</td>
<td>14.04%</td>
<td>16.64%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>feature</td>
<td>16.12%</td>
<td>14.20%</td>
</tr>
</tbody>
</table>

The ROC curve of the proposed method for PLUS LED can be seen in Figure 10.

![Receiver Operating Characteristic Curve](image)

Figure 10. ROC curve of the proposed method for PLUS LED

Table 4 shows the experimental results for the PLUS Laser method. The best EER (7.50%) is obtained by combining three fingers with DBF and template fusion. With three fingers and DBF and feature fusion, the best $D_{sys}$ (4.81%) is achieved. DBF again outperforms BF in terms of both performances, with multi-instance setups further improving these results. The former outperforms the traditional bloom filter by 7.00% to 14.17% in terms of EER. Specifically, feature fusion accounts for an EER improvement ranging from 12.05% to 14.17%, while template fusion contributes to an EER boost between 8.91% and 11.00%.

Table 4. Experimental results for PLUS Laser

<table>
<thead>
<tr>
<th>Fingers</th>
<th>Feature Transformation</th>
<th>Fusion</th>
<th>EER</th>
<th>$D_{sys}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>('li',)</td>
<td>DBF</td>
<td>-</td>
<td>24.00%</td>
<td>6.24%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>-</td>
<td>31.00%</td>
<td>12.71%</td>
</tr>
<tr>
<td>('li', 'lm')</td>
<td>DBF</td>
<td>template</td>
<td>14.17%</td>
<td>5.90%</td>
</tr>
<tr>
<td></td>
<td>DBF</td>
<td>feature</td>
<td>14.50%</td>
<td>5.40%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>template</td>
<td>23.08%</td>
<td>12.08%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>feature</td>
<td>26.55%</td>
<td>12.90%</td>
</tr>
<tr>
<td>('li', 'lm', 'lr')</td>
<td>DBF</td>
<td>template</td>
<td>7.50%</td>
<td>6.12%</td>
</tr>
<tr>
<td></td>
<td>DBF</td>
<td>feature</td>
<td>9.33%</td>
<td>4.81%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>template</td>
<td>18.50%</td>
<td>12.98%</td>
</tr>
<tr>
<td></td>
<td>BF</td>
<td>feature</td>
<td>23.50%</td>
<td>12.50%</td>
</tr>
</tbody>
</table>
Figure 11 illustrates the ROC curve of the proposed method for PLUS Laser.

![ROC Curve](image)

Figure 11. ROC curve of the proposed method for PLUS Laser

Based on the results of Figures 9 to 11, DBF outperforms BF for all number of finger vein instances. As presented in Figures 9 to 11, it is also clear that DBF template fusion consistently outperforms DBF feature fusion. In addition, Figure 12 shows the performance of the proposed system with and without template protection, indicating that the system performance degrades slightly when template protection is used. When the false accept rate (FAR) is set to 0.01%, the false reject rate (FRR) for the modified Frangi filter is around 17.5% and 19% for the directional bloom filter. This minor difference in performance implies that the proposed DBF method has little effect on the FRR. It implies that using DBF as a security measure in the system provide the balance between the necessary level of template protection.

![DET Curve](image)

Figure 12. DET of baseline and directional bloom filter with the best EER

5.3. Unlinkability and Renewability Analysis

Unlinkability is one of the desired properties of a biometric template [4]. Unlinkability ensures that a template from one biometric system cannot be linked to another template from the same individual in another biometric system, which protects the privacy of the users. In addition, renewability is also one of the desired properties of a biometric template.
Renewability is necessary since biometric data is permanent and is no longer useful once compromised. Hence, it is necessary to be able to generate multiple different templates from one biometric data. An unlinkable template is a renewable template since the templates generated from different secret keys cannot be linked to each other, which also proves that multiple different templates can be generated from the same biometric data.

Unlinkability can be estimated from likelihood ratios [6], where for a given score \( s \), \( LR(s) \) is defined as:

\[
LR(s) = \frac{P(s_m)}{P(s_{nm})}
\]

where \( s_m \) is the score computed from mated templates, \( s_{nm} \) is the score computed from non-mated templates, and \( P \) is the probability. Mated templates mean the templates are generated from different samples and secret keys of the same instance and individual, for example, two different samples of the left index finger vein from the same individual. On the other hand, non-mated templates refer to templates that are generated from different samples, secret keys, instances, and individuals.

When \( LR(s) \leq 1 \), it means that it is more likely that the templates are non-mated. On the other hand, when \( LR(s) > 1 \), it means that it is more likely that the templates are mated. For convenience's sake, the \( LR(s) \) is normalized from the range \([0, \infty)\) to the range \([0, 1]\) as \( D(s) \), where it is defined as:

\[
D(s) = \begin{cases} 
0 & LR(s) \leq 1 \\
\frac{1}{1 + \exp(-(LR(s) - 1))} - 0.5 & LR(s) > 1 
\end{cases}
\]

As defined, \( D(s) \) only estimates the unlinkability of the system for a score, to determine the unlinkability of the whole system, \( D_{sys} \) is defined as:

\[
D_{sys} = \int_{s_{min}}^{s_{max}} D(s)P(s_m)ds
\]

where \( D_{sys} = 0 \) means the system is fully unlinkable and \( D_{sys} = 1 \) means the system is fully linkable, therefore the lower the \( D_{sys} \) the better.

Figure 13 depicts the unlinkability analysis of the proposed method with the best EER for UTFVP. It can be seen that between the scores \([0.0482, 0.0488]\), where the bulk of the data is, the mated score \( s_m \) has a lower or near equal probability than the non-mated score \( s_{nm} \), resulting in a low \( D(s) \) in the region with the \( D_{sys} \) of 6.24%.

![Unlinkability Analysis, \( D_{sys} = 6.24\% \)](image)

Figure 13. Unlinkability analysis of the proposed method with the best EER for UTFVP

The unlinkability analysis of the proposed method with the best EER for PLUS LED can be seen in Figure 14. It can be seen that between the score \([0.0481, 0.0487]\) where the bulk of the data is, the mated score \( s_m \) has mostly lower or near equal probability than the non-mated score \( s_{nm} \), hence the low \( D(s) \) in the region, which resulted in the \( D_{sys} \) of 4.85%.

![Unlinkability Analysis, \( D_{sys} = 4.85\% \)](image)
The unlinkability analysis of the proposed method with the best EER for PLUS Laser is depicted in Figure 15. It can be seen that between the scores $[0.0481,0.0487]$ where the bulk of the data is, the mated score $s_m$ has mostly lower or near equal probability than the non-mated score $s_{nm}$, hence the low $D(s)$ in the region, which resulted in the $D_{sys}$ of 6.12%.

The Hamming weight attack takes advantage of the fact that, in a Bloom filter, the number of unique columns in each block should remain mostly unchanged despite the row-wise permutation of the group of blocks. Armed with this information, the attack employs a Hamming weight matcher to determine the difference in the number of active bits between two templates. Figure 16 depicts the Hamming weight attack on the Bloom filter (BF) and directional Bloom filter (DBF). It is observed that the proposed DBF achieves a $D_{sys}$ of 4.46%, compared to 15.66% for the BF. This indicates that the DBF has a relatively better unlinkability and therefore demonstrates good privacy protection of the proposed template protection mechanism.
5.4. Irreversibility Analysis

In a full disclosure model, in which an attacker has full knowledge of the system including the secret key, which represents the worst-case scenario, the security of the proposed system depends on the irreversibility of the template. Permutation and XOR only provide unlinkability in this model. The irreversibility of the template comes from the many-to-one mapping of the directional bloom filter, since for each active bit in the hash vector, there are many possible locations of the subblock in each block. The number of possible binary block $n_b$ that can be generated from a hash vector $h$ is:

$$n_b = \frac{(\text{active}(h) + \text{len}(h) - 1)!}{\text{active}(h)!\,(\text{len}(h) - 1)!}$$  \hspace{1cm} (16)$$

where $\text{active}(h)$ is the number of activated bits in the hash vector and $\text{len}(h)$ is the length of the hash vector. Since each hash vector is generated from a block, the total number of possible block $t_b$ is:

$$t_b = \sum_{i=1}^{n_{\text{blocks}}} n_{b_i}$$  \hspace{1cm} (17)$$

Figure 16. Hamming weight attack
However, $t_g$ represents the upper bound of the total number of possible blocks, since directional bloom filter cannot generate all possible hash vectors, as compared to bloom filter. Despite the weaker irreversibility, directional bloom filter improves performance and unlinkability, making its benefits outweigh its drawbacks.

The irreversibility of the proposed system is presented in Table 5. The probability is calculated by using the minimum $active(h)$ of the respective dataset, since it represents the worst-case scenario. The $t_g$ is calculated by simply multiplying $n\_blocks$ of 1200 with $n_b$, to also represent the worst-case scenario. $n_b$ is calculated with $\text{len}(h)$ of 256. The probability when using multiple fingers is simply the multiplication of the one finger probability with the number of fingers. This analysis shows that the system has good irreversibility.

### Table 5. Irreversibility of directional bloom filter

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Fingers</th>
<th>$active(h)$</th>
<th>$n_b$</th>
<th>$t_b$</th>
<th>Probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UTFVP</td>
<td>('li',)</td>
<td>5</td>
<td>16.14</td>
<td>1.63</td>
<td>9.53 × 10^9</td>
</tr>
<tr>
<td>PLUS LED</td>
<td>('li',)</td>
<td>4</td>
<td>16.16</td>
<td>1.61</td>
<td>1.83 × 10^1</td>
</tr>
<tr>
<td>PLUS Laser</td>
<td>('li',)</td>
<td>6</td>
<td>16.17</td>
<td>1.61</td>
<td>4.14 × 10^{11}</td>
</tr>
</tbody>
</table>

### 6. Discussion and Analysis

The best results of each method can be observed in Table 6, where the bloom filter and block remapping methods were re-implemented for a fair comparison for performance comparison purposes. Each method was tested with multiple fingers using different hyperparameters, and the best result is shown. As presented in the table, the proposed DBF performs well in terms of EER compared to other methods in the literature. DBF also mostly achieves the best $D_{sys}$ among the other methods, combined with its decent EER, makes it a good choice for template protection. Specifically, the proposed DBF managed to improve upon the existing bloom filter (BF) for both EER and $D_{sys}$ with the lowest EER of 5.28\% for UTFVP, 7.06\% for PLUS LED, and 7.50\% for PLUS Laser. Although the proposed method did not outperform some of the other state-of-the-art methods from the referenced works Cai et al. [7] and Kirchgasser et al. [24] in terms of EER, it did achieve the best unlinkability with the lowest $D_{sys}$ being 5.86\% for UTFVP, 4.83\% for PLUS LED, and 4.81\% for PLUS Laser, respectively. This demonstrates that, despite not having the best EER, the proposed method provides superior unlinkability, which is critical for ensuring optimal privacy protection.

### Table 6. The best EER result of each system with its $D_{sys}$

<table>
<thead>
<tr>
<th></th>
<th>UTFVP</th>
<th>PLUS LED</th>
<th>PLUS Laser</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EER</strong></td>
<td><strong>$D_{sys}$</strong></td>
<td><strong>EER</strong></td>
<td><strong>$D_{sys}$</strong></td>
</tr>
<tr>
<td>Frangi-DBF</td>
<td>5.28%</td>
<td>6.24%</td>
<td>7.06%</td>
</tr>
<tr>
<td>Frangi-BF</td>
<td>7.79%</td>
<td>31.42%</td>
<td>14.04%</td>
</tr>
<tr>
<td>Gabor-BF [7]</td>
<td>10.00%</td>
<td>7.4%</td>
<td>5.67%</td>
</tr>
<tr>
<td>Frangi-Block Remapping [25]</td>
<td>7.22%</td>
<td>8.01%</td>
<td>5.88%</td>
</tr>
<tr>
<td>Gabor-Block Remapping [25]</td>
<td>8.89%</td>
<td>11.36%</td>
<td>5.67%</td>
</tr>
</tbody>
</table>

### 7. Conclusion

In this work, the proposed BTP method achieves an acceptable level of performance and satisfies the required properties for a template protection method, based on empirical analysis. The row-wise permutation and random XOR operation enhance the template's unlinkability, ensuring that even if an attacker gains access to one template, they cannot use it to cross-matching with another system. Moreover, the directional bloom filter provides an additional layer of security by safeguarding the user’s biometric data from being exposed. Although BF has been used previously for biometric template protection, the DBF proposed in this study is an enhanced version that utilizes multiple instances of biometric data to generate a hash vector that takes into account the row, column, and diagonal subblocks of a feature set. This modification results in a higher number of active bits in the hash vector for better security. This allows DBF to better capture the unique characteristics of an individual’s biometric traits, leading to a more robust biometric template protection mechanism. Furthermore, the two fusion methods, feature fusion and template fusion, offer flexibility in implementing a multi-instance finger vein system and improve the overall accuracy of the system compared to a single finger vein approach. Overall, the proposed method presents a promising solution for template protection in biometric systems.

Notwithstanding the potential benefits of the proposed method, it should be noted that the method has only been evaluated on finger vein biometrics, and its equal error rate (EER) remains unsatisfactory. It employs a multi-instance approach that improves system performance. Notably, using three fingers instead of one finger, results in the best Equal
Error Rate (EER). This is evident when the proposed system achieves an EER of 5.28% for three fingers versus 13.73% for one finger for UTFVP, 7.06% for three fingers versus 16.61% for one finger for PLUS LED, and 7.50% for three fingers versus 24.00% for one finger for PLUS Laser. The proposed system with the best EER has a $D_{sys}$ of 6.24% for UTFVP, 4.85% for PLUS LED, and 6.12% for PLUS Laser. The introduction of the directional bloom filter, an advanced version of the standard bloom filter. In comparison, the EER and $D_{sys}$ of the bloom filter are 7.79% and 31.42% for UTFVP, 14.04% and 16.64% for PLUS LED, and 18.50% and 12.98% for PLUS Laser. This emphasises the proposed system’s efficiency and effectiveness.

Future research should concentrate on improving the DBF method’s performance by experimenting with different feature extraction methods. Furthermore, to validate the robustness of the proposed approach, the DBF method can be extended to other biometric modalities such as iris or face recognition in order to improve the proposed method’s performance and scalability in real-world scenarios. In addition, further investigation is needed to identify more effective fusion strategies to enhance system performance beyond the current use of simple concatenation for feature fusion. Possible fusion strategies such as LR fusion, RL fusion, UD fusion, and DU fusion [32] can be explored. Finally, the potential benefits of multimodal biometrics, such as combining fingerprint and finger vein, should be explored to assess their potential for enhancing both security and performance.
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