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Abstract 

Electrical standards encompass complex technical requirements across multiple disciplines, making their management and 

application a significant challenge that urgently requires efficient solutions. This paper proposes a knowledge graph 

retrieval-enhanced training method for large language models (LLMs). By leveraging a pre-trained language model (PLM), 

highly similar subgraphs are retrieved from the electrical standards knowledge graph. These subgraphs are then parsed into 

triples using entity linking and semantic reasoning. The triples are converted into natural language text by the LLM, which 

combines them with the input question to perform reasoning and generate accurate answers. The proposed method 

addresses the complexity of question answering for electrical standards and offers a novel approach for managing and 

applying these standards in the field of electrical engineering. Experimental results demonstrate that this approach 

significantly enhances the model's understanding of electrical standards, enabling it to generate more accurate answers. 

Keywords: Electric Standards Knowledge; LLM; RAG; Knowledge Graph; Semantic Reasoning. 

 

1. Introduction 

The knowledge system of electric standards is vast and complex, encompassing a wide range in specialized 

knowledge and technical requirements. Acquiring and updating this knowledge demands significant investments of 

human and material resources. Furthermore, understanding and applying these standards is challenging, as it involves 

numerous aspects of the power system, requiring in-depth comprehension and precise application [1]. Additionally, the 

various forms of standard documents, cross-references, overlaps between standards, and inconsistencies and ambiguities 

in their interpretation and application pose significant challenges to their effective management and utilization. 

The complexity and diversity of knowledge of electric standards underscore the importance of applying a cognitive 

grand model in this domain. Such a model can intelligently manage and analyze electric standards knowledge, aiding 

the industry in extracting, organizing, and comprehending relevant information from extensive standard documents. 

This support is crucial for standard development, implementation, and compliance. By learning and reasoning about the 

content and requirements of electric power standards, the cognitive grand model can help enterprises and decision-

makers better understand and apply these standards [2, 3]. This, in turn, enhances the level of standardization 

management and promotes the standardized and sustainable development of the electric power industry. 
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Although the large language model (LLM) of power has excellent natural language generation capabilities, it often 

faces some challenges in knowledge-intensive tasks, such as the management of and application of power annotation 

knowledge. Due to the hallucination problem of the large language model, it often generates factually incorrect content. 

Therefore, in some specific scenarios, it is necessary to supplement the LLM with external knowledge information, that 

is, retrieval enhancement, which improves the large language model by integrating information from external reliable 

knowledge bases, ensuring that the generated output references a large amount of context-rich data and is supplemented 

by the latest and most relevant available information. For example, Cuconasu et al. [4] proposed RAG extends large 

language models (LLMs) by adding relevant paragraphs or documents retrieved by an information retrieval (IR) system 

to the original prompt. For generative AI solutions, RAG is becoming increasingly important, especially in enterprise 

environments or any field where knowledge is constantly updated and cannot be memorized in an LLM. While retrieval-

augmented generation (RAG) has been groundbreaking in enhancing the capabilities of LLMs, certain limitations may 

affect their effectiveness and applicability, such as difficulties in handling ambiguous queries or those requiring a deeper 

understanding of the context. Augmenting pre-training with Knowledge Graphs (KGs) can provide LLMs with 

structured, explicit expressions of factual knowledge about concepts, entities, and their relationships, offering a more 

nuanced and informed basis for model responses. 

The electric standards knowledge graph not only contains extensive factual knowledge about electricity but also 

helps cognitive macro-models understand the semantic associations between different standards. Compared to vector 

matching alone, a knowledge graph can perform more complex semantic searches, obtain hidden context information, 

and provide explicitly structured knowledge representations. This capability enables the generation of more accurate 

responses and reduces the occurrence of phantom content, significantly improving the model's effectiveness in 

knowledge-intensive tasks. For example. Prabhon et al. [5] proposed a method called "Knowledge Graph Construction 

based on Retrieval-Augmented Generation (KGC-RAG)." This approach employs web crawlers to retrieve documents 

from the Wikipedia pages of target entities and extends the search to related pages. The method leverages LLMs to 

generate text that supplements and enriches knowledge representation. Their experimental results demonstrate that 

combining RAG with knowledge graphs significantly enhances performance in knowledge-based question-answering 

tasks; Xu et al. [6] proposed a novel customer service question-answering method that integrates Retrieval-Augmented 

Generation (RAG) with knowledge graphs (KG). During the question-answering phase, consumer queries are parsed, 

and relevant subgraphs are retrieved from the KG to generate answers. Integrating the KG into the method not only 

improves retrieval accuracy by preserving the structural information of customer service but also enhances answer 

quality by mitigating the impact of text segmentation. Empirical evaluations based on benchmark datasets show that the 

experimental results outperform baseline methods by 77.6%. 

The paper proposes an algorithm for training LLM based on subgraph retrieval, entity linking, and semantic 

reasoning within the Electric Standards Knowledge Graph. First, a semantic matching model is trained to extract entity 

relations within the problem. Second, a subgraph with high similarity is retrieved from the Electric standards Knowledge 

Graph, filtering the relevant factual triples related to the problem. The next step involves predicting the most probable 

relational steps and paths for the problem, and sampling reasoning paths consisting of these triples. The results are 

populated into specific prompts and fed into the LLM along with the problem. Finally, this process converts the data 

from triples into natural language text and iteratively trains the model, enhancing its capabilities in knowledge-intensive 

tasks. 

The main contributions of this paper are as follows: (1) The paper designs step prediction and relational path 

prediction methods in subgraph retrieval to retrieve power standard knowledge with high relevance to the problem; (2) 

The paper develops a method to automatically generate natural language text from extracted subgraphs relevant to the 

problem; and (3) The paper evaluates our proposed method using various benchmarks. Experimental results demonstrate 

that the method supplied in the paper outperforms previous knowledge graph enhancement methods across several 

LLMs. 

The organization of this paper is as follows: Section 2 provides an overview of relevant literature, Section 3 presents 

a detailed description of the design method proposed in this paper, and Section 4 presents the experimental results, while 

Section 5 concludes the paper. 

2. Related Works 

Although LLMs are pre-trained based on massive corpora, they are still prone to misleading outputs, factual 

inaccuracies, and reliance on obsolete information during knowledge-heavy operations. Recent studies have aimed to 

utilize knowledge graphs to enhance LLMs' capabilities in these tasks [7, 8]. These studies primarily focus on extracting 

problem-related triples from the knowledge graph and converting them into textual format using various modeling 

techniques. The textual representations of the triples and questions are then transformed into knowledge-enhancing 

prompts through predefined templates. These prompts are processed by the question-answering LLM to yield more 
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dependable responses. Although existing research has demonstrated the success of this method, it has not thoroughly 

examined how the format of knowledge representation influences the performance of large language models. 

Several researchers have proposed more effective graph retrieval methods to provide external information for LLMs, 

primarily categorized into embedding and semantic parsing approaches. Semantic parsing techniques transform queries 

into logical representations that can be executed against the knowledge graph [9-11]. These approaches depend on 

labeled data for supervised learning or are limited to specific domains with a small number of logical predicates [12]. 

Embedding-based approaches rank entities according to their relevance to the problem, extracting entities from the entire 

knowledge base or subgraphs [13-16]. While this approach is highly fault-tolerant, the retrieved subgraphs often include 

many irrelevant entities. Researchers like those behind PullNet [17] and SRN [18] have enhanced retrieval capabilities 

by training the retriever. However, in these methods, retrieval and reasoning are intertwined, leading to reasoning being 

performed on only a subset of the retrieved subgraphs. Due to this coupled design, the reasoners in universal hop (UHop), 

independent recurrent network (IRN), and serial recurrent network (SRN) degrade to simple multilayer perceptrons 

(MLPs) [19]. 

Several other research studies have delved into encoding retrieval results, primarily within two key domains. First, 

researchers have utilized graph neural networks (GNNs) to encode and preserve structural information about subgraphs 

[20-22]. Their emphasis lies in crafting more sophisticated encoders to derive enriched representations of subgraphs. 

While graph neural networks excel in encoding graph-structured data, they are constrained by local processing and 

iterative computation of node representations based on neighboring node features. Second, encoding results using pre-

trained language models (PLMs) have gained traction, driven by the emergence of large-scale generative pre-trained 

language models like BART [23], T5 [24], and GPT [25]. Numerous researchers have begun leveraging these models 

to generate text from knowledge graphs and treat it as an end-to-end generative task. These endeavors concentrate on 

modifying model structures and introducing pre-training tasks to enhance structural information extraction. In this study, 

a pre-trained language model is chosen to encode the retrieval results of the knowledge graph, aligning with the structural 

characteristics of electric standards knowledge. 

3. Methods 

Our paper introduces a RAG method for enhancing the cognitive capabilities of LLMs in the context of power 

standards. Our approach enhances LLM training by incorporating subgraph retrieval and content generation from 

knowledge graphs. Initially, the user's query content undergoes embedding into a pre-trained language model (PLM), 

producing a vector representation that encapsulates its semantic essence. Subsequently, the most pertinent nodes in the 

knowledge graph are identified based on this vector, serving as the local context for the original document or passage. 

Following this, the retrieved subgraph triples are translated into natural language text, and questions are presented 

collectively to the large language model for answer generation, as depicted in Figure 1. The main steps encompass 

subgraph retrieval, text generation, reasoning, and answer synthesis. 

 

Figure 1. Overall architecture of RAG-based cognitive LLM training for power standards 
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3.1. Subgraph Retrieval 

Subgraph retrieval primarily occurs within the knowledge graph through the computation of semantic similarity 

between questions and entities, attributes, or relationships. In Figure 2, this process involves identifying relevant entities, 

relationships, and paths that align with user inputs, followed by transforming the pertinent structured knowledge into 

natural language inputs using RAG retrieval techniques. These techniques entail predicting the number of retrieval steps, 

and relational paths, and optimizing multiple tuples. Consequently, the subgraph retrieval process in this paper is 

structured around step prediction, relation path prediction, and tuple sampling. 

 

Figure 2. Flowchart of subgraph retrieval for electric standards knowledge graph 

(1) Step prediction 

Step prediction is used to predict the most likely number of relation-ship jumps in a problem, and to determine how 

many step relationships to explore in the next step. This paper uses PLM, such as Bert, to transform problem 𝑞 into a 

vector 𝑞𝑣, and then uses a linear classifier to predict the probability of each step. Here, the paper first introduces the 

symbol representations used in some models. 𝑑ℎ𝑐

′  represents the probability when the number of steps is ℎ𝑐, and 𝐷ℎ
′  

represents the set of probabilities for all steps. In our paper, ℎ denotes the maximum number of steps predicted by the 

model, and 𝐻 denotes the maximum number of steps that can be reached in the graph. 

𝑞𝑣 = 𝑃𝐿𝑀(𝑞) (1) 

𝑑ℎ𝑐

′ = 𝑃(ℎ𝑐|𝑞𝑣), 𝑐 = 1,2, ⋯ , 𝐻 (2) 

𝐷ℎ
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′ , 𝑑ℎ2

′ , ⋯ , 𝑑ℎ𝐻

′ ] = 𝐿𝑖𝑛𝑒𝑎𝑟(𝑞𝑣) (3) 

ℎ = 𝑎𝑟𝑔 max
ℎ𝑐

𝑑ℎ𝑐

′ ,    𝑐 = 1,2, ⋯ , 𝐻 (4) 

In the training data, this paper uses the one-hot form as the Groundtruth 𝐷ℎ for the number of steps, which means 

the probability of non real answers is 0 and the probability of real answers is 1. Cross entropy is used as the loss function 

to refine the 𝐿𝑐𝑒  parameter. 

𝐷ℎ = [𝑑ℎ1
, 𝑑ℎ2

, ⋯ , 𝑑ℎ𝐻
] (5) 

𝑑ℎ𝑐
= {
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1,   ℎ𝑐 = ℎ𝑔𝑟𝑜𝑢𝑛𝑑𝑡𝑟𝑢𝑡ℎ
        𝑐 = 1,2, ⋯ , 𝐻 (6) 

𝐿𝑐𝑒 = −𝐷ℎ log 𝐷ℎ
′ = − ∑ 𝑑ℎ𝑐

log 𝑑ℎ𝑐

′

𝐻

𝑐=1

 (7) 
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(2) Relationship path prediction 

The paper presents a relationship path prediction model similar to the step prediction, with a one-hot relationship 

probability distribution. Finally, the paper uses the cross-entropy loss function for optimization. In the algorithm for 

subgraph retrieval, the specific prediction of the number of steps is as follows: if some steps are given, the prediction of 

the 𝑡 step relationship path is based on PLM and the relationship path from the previous 𝑡 − 1 steps and the initial 

problem classification. The first 𝐾 paths with the highest probability are selected from all the retrieved relationship paths 

for the next prediction. 

Before predicting the relationship path, the problem 𝑞 is converted into an embedding vector by PLM, and then the 

first step of prediction is performed. A linear classifier 𝐿𝑖𝑛𝑒𝑎𝑟 is used to calculate the probability distribution 𝐷𝑟,1
′  of all 

relationships 𝑅 in the power standard knowledge graph, and the top 𝐾 largest relationship paths 𝑝1 are sorted by 

probability size. 

𝐷𝑟,1
′ = [𝑑𝑟1

′ , 𝑑𝑟2
′ , ⋯ , 𝑑𝑟𝑅

′ ] = 𝐿𝑖𝑛𝑒𝑎𝑟(𝑞𝑣) (8) 

𝑑𝑟𝑐
′ = 𝑃(𝑟𝑐|𝑞𝑣),   𝑐 = 1,2, ⋯ , 𝑅 (9) 

At step 𝑡, calculate the probability of the 𝑖 relationship path 𝑝𝑡−1,𝑖 based on the relationship path from step 𝑡 − 1, as 

follows, 

𝑝𝑡−1,𝑖 = 𝑟𝑖,1|𝑟𝑖,2| ⋯ |𝑟𝑖,𝑡−1, 𝑖 = 1,2, ⋯ , 𝐾𝑡−1 (10) 

Here, 𝑟𝑖,𝑡−1 represents the relationship between the 𝑖 relationship path and the step 𝑡 − 1, then the probability distribution 

of the relationship path 𝐷𝑟,𝑡
′  is calculated using linear classification and PLM based on problem 𝑞 and the relationship 

path 𝑝𝑡−1,𝑖. Where, 𝑄𝑡 represents the input sequence of the model. 

𝑄𝑡 = 𝑞|𝑟𝑖,1|𝑟𝑖,2| ⋯ |𝑟𝑖,𝑡−1 (11) 

𝑄𝑡,𝑣 = 𝑃𝐿𝑀(𝑄𝑡) (12) 

𝐷𝑟,𝑡
′ = [𝑑𝑟1

′ , 𝑑𝑟2
′ , ⋯ , 𝑑𝑟𝑅

′ ] = 𝐿𝑖𝑛𝑒𝑎𝑟(𝑄𝑡,𝑣) (13) 

𝑑𝑟𝑐
′ = 𝑃(𝑟𝑐|𝑄𝑡,𝑣), 𝑐 = 1,2, ⋯ , 𝑅 (14) 

Based on the calculation results, the algorithm selects the first 𝐾 relationship paths as the current relationship path 

for step 𝑡. After ℎ steps of prediction, the algorithm will obtain 𝐾ℎ relationship paths, where the evaluation score of 

relationship path 𝑝𝑡,𝑖 is obtained through multiplying the probabilities of all the path’s relationships. 

𝑆𝑐𝑜𝑟𝑒(𝑝𝑡,𝑖) = 𝑆𝑐𝑜𝑟𝑒(𝑟𝑖,1|𝑟𝑖,2| ⋯ |𝑟𝑖,𝑡) = ∏ 𝑑𝑟𝑖,𝑙
′

𝑡

𝑙=1

, 𝑖 = 1,2, ⋯ , 𝐾ℎ (15) 

(3) Tuple sampling 

The sampling of tuples in the paper first uses the relational path algorithm to calculate the evaluation score for each 

related path, and then sorted in descending order of score size to select the desired path, which is the triplet. In this paper, 

the selected optimal sub-tuples of tuples are used as relevant knowledge retrieved from the Electric standards knowledge 

graph (ESKG) as supplementary information for LLM enhancement. 

3.2. Text Conversion 

(1) Generate fine-tuning data for LLM 

Before inputting the relevant tuples retrieved from the subgraph into LLM for answer generation, LLM needs to 

convert the tuples into a natural language form that LLM can understand as shown in Figure 3. This section generates 

training data for LLM fine-tuning. Due to the strong professionalism of power standard knowledge, the tuples retrieved 

from the subgraph are used as input data 𝑥 for LLM fine-tuning, and then annotated based on electricity specialists. The 

result is natural language text, which is labeled 𝑦 in the model calculation. Then, 𝑥 is filled into the template of prompt 

𝑝1 of the model, "Please convert knowledge graph tuples into one or more senses. The KG is {triple form text 𝑥}, and 

the transformed sense is:", where 𝑦 is used as the output of the model for supervised training. 
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The training data comes from the annotated knowledge graph of power standards. By setting different questions, 

subsets of the annotated knowledge graph are extracted, and then the questions and subgraph tuples are filled in 𝑝1. 

Finally, the natural language text answers to the questions are generated through the model. 

 

Figure 3. Conversion process diagram from sub entity group to natural language text 

(2) Problem answer generation based on LLM 

This section uses the finely tuned LLM to generate answers to questions. In the 𝑡 step of training, given prompt 𝑝1, 

the output of Groundtruth is 𝑦 = [𝑦1, 𝑦2, ⋯ , 𝑦𝑇], as well as the vocabulary [𝑣1, 𝑣2, ⋯ , 𝑣𝑉]. The model will predict the 

probability distribution 𝐷𝑣,𝑡
′  of all tokens in the current 𝑡 − 1 step based on the correct token sequence in step 

[𝑦1 , 𝑦2, ⋯ 𝑦𝑡−1], denoted by 𝑑𝑣𝑐
′ , which represents the probability of token 𝑣𝑐, 

𝐷𝑣,𝑡
′ = [𝑑𝑣1

′ , 𝑑𝑣2
′ , ⋯ , 𝑑𝑣𝑉

′ ] (16) 

𝑑𝑣𝑐
′ = 𝑃(𝑣𝑐|𝑝1, 𝑦1, 𝑦2 , ⋯ , 𝑦𝑡−1), 𝑐 = 1,2, ⋯ , 𝑉 (17) 

Similarly, the paper uses the one-hot form to set the true probability distribution 𝐷𝑣,𝑡 and calculate the loss function 

using cross entropy. 

𝐷𝑣,𝑡 = [𝑑𝑣1
, 𝑑𝑣2

, ⋯ , 𝑑𝑣𝑉
] (18) 
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= {
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𝑉
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′  (20) 

𝐿𝑐𝑒 =
1

𝑇
∑ 𝐽𝑡

𝑇

𝑡=1

 (21) 

In the process of converting tuples to natural language text using fine-tuning LLM, firstly, each path is linearized 

into triplet form text, and then transformed into a prompt through a template. The above prompt is the input of the fine-

tuned LLM to obtain the corresponding natural language text. The texts are merged as supplementary knowledge to 

enhance LLM's ability to answer questions. 

3.3. Reasoning and Answer Generation 

In the reasoning and answer generation stage of LLM, this paper designs prompt 𝑝2, which takes the form of "The 

following is the information associated with the question: {free form text}, where the question is Question: {question} 

Answer is:". LLM can generate corresponding answers based on the prompt and fill them in the template for output. 
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4. Experiments 

The paper conducted experiments on two datasets and three open-source LLMs. It has been proven that converting 

triplet text into free-form text can enable LLM to better understand the external knowledge provided and enhance its 

ability in KGQA. Experimental results demonstrate that, compared to other knowledge representation formats, the Text 

Conversion method proposed in this paper significantly enhances the accuracy of LLMs in question answering. 

4.1. Datasets 

The experiments conduct comparative experiments based on the open-source dataset Movie Text Audio QA 

(MetaQA) and the National Grid Laboratory Dataset (NGLD) dataset developed by our workplace. 

MetaQA is a large-scale multi-step knowledge graph question-answering dataset in the film industry. It provides a 

KG consisting of 9 relationships, 135000 triples, and 43000 entities, and contains over 400000 questions, divided into 

1-hop, 2-hop, and 3-hop based on the number of steps taken. Among them, 1-hop originates from the "Wiki_entities" 

branch of the Facebook MovieQA dataset. Compared to MovieQA, 1-hop removes ambiguous entities in the problem, 

so the dataset is relatively small. 2-hop and 3-hop also originate from this knowledge base. Among them, 2-hop has 21 

types of questions, 3-hop has 15 types of questions, and each type has 10 text templates. Each question is labeled with 

the answer, head entity, and entity category involved in the inference path. In the experiment, the paper selected MetaQA 

3-hop as the experimental dataset and selected 142744 questions (114196 training questions, 14274 development 

questions, and 14274 testing questions). 

The NGLD is Knowledge about China’s electric standards provided by a laboratory of State Grid Corporation of 

China, containing 24326 questions. This paper divides these problems into training set, development sets, and testing 

sets (18977 training sets, 2560 development sets, and 2789 testing sets). These problems are mainly one-hop or two-hop 

problems in the field of power labeling knowledge. Each problem has a head entity, an answer, and an optimal relational 

path. In addition, the dataset also provides a set of over 13000 triples, 10012 entities, and 78 relationships. 

4.2. Ablation Experiment 

This paper compares and analyzes different knowledge representation formats, and conducts ablation experiments 

on knowledge representation formats using multiple LLM models on MetaQA and NGLD datasets. The ablation study 

aims to investigate the impact of different tuple conversion formats and LLM on Knowledge about China’s electric 

standards. 

This paper uses Baichuan2-7B-Chat, Baichuan2-13B-Chat chat as the Text Conversion model, and Baichuan2-7B-

Chat, Qwen1.5-7B Chat as the problem-solving model. Among them, the comparison of tuple conversion methods is: 

no tuple conversion, tuple conversion, and existing tuple conversion models. 

No Knowledge Questions: Refers to questions being directly inputted into LLM without additional knowledge. This 

experimental approach is used to explore the effectiveness of knowledge augmentation methods in solving Knowledge 

about China’s electric standards problems and enhancing LLM. 

Triple Knowledge: It is a commonly used method of generating triples into text in traditional methods. It first 

performs disambiguation and deduplication on the retrieved triplets to reduce semantic redundancy and then connects 

the subject, relationship, and object to provide a simple semantic representation of each triplet. 

MVP Knowledge is a text-generation LLM model developed by other researchers. It first conducts supervised text 

to text format pre-training on 11 different natural language generation tasks on 77 datasets, and then on specific tasks 

pre trains soft prompts for specific tasks to enhance the model's ability. This paper uses a variant of MVP, MVP data to 

text, which is pre-trained on annotated text datasets and can perform KG-to-text conversion. Due to MVP not supporting 

Chinese, this paper did not use this knowledge representation format in the NGLD dataset. 

4.3. Comparison of the Experimental Results 

To validate the effectiveness of the knowledge graph retrieval algorithm proposed in this paper, comparative 

experiments were conducted using the following models: Word Frequency - Inverse Document Frequency (TF-IDF): 

This baseline model retrieves entities or relationships matching query keywords by calculating keyword weights, 

commonly used in information retrieval; Best Matching 25 (BM25): An improved frequency-based retrieval algorithm 

that calculates the relevance between documents and queries to retrieve relevant entities or relationships; Cosine 

Similarity: This method retrieves relevant entities by calculating the cosine similarity between the query terms and the 

vector representations of entities or relationships in the knowledge graph. The experimental process utilized a 5-fold 

cross-validation method, and the results are as follows. 
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From Table 1 and Figure 4, it can be observed that the knowledge graph retrieval algorithm proposed in this paper 

improves retrieval accuracy by 25% compared to the baseline model and exceeds the Cosine-similarity algorithm by 6% 

in accuracy. Additionally, in terms of the F1 score, the proposed method outperforms all other models, demonstrating 

superior performance. Although the proposed method shows slightly lower recall compared to the Cosine-similarity 

model, the difference is not significant. Finally, in the AUC comparison, the proposed model achieves an AUC value of 

0.86, still exhibiting excellent performance. Therefore, it can be concluded that the knowledge graph retrieval method 

proposed in this paper is highly effective. 

Table 1. Comparative experimental results for different knowledge conversion methods on MetaQA and NGLD 

Model ACC F1 Recall AUC 

Baseline (TF-IDF) 0.76 0.71 0.67 0.69 

BM25 0.84 0.75 0.72 0.72 

Cosine-similarity 0.89 0.89 0.90 0.80 

Our method 0.95 0.92 0.89 0.86 

 

 

Figure 4. Results of comparative experiments for search algorithms 

Since the retrieved subgraphs have differences in their organization, although they have the same score, and hence 

in their conversion to natural language text, this paper directly compares the performance of LLMs using subgraphs in 

the experimental part. The section conducted comparative experiments on different tuple conversion methods and 

different LLMs, and the specific experimental results are shown in Table 2, Among them, the retrieval-enhanced 

Seq2seq KGC (ReSKGC) [26] is a retrieval-based Seq2seq KGC model that selects semantically relevant triples from 

the knowledge graph (KG) and uses them as explicit reasoning evidence to guide output generation. The table lists the 

scores for each model for answering the questions based on the retrieval results. 

Table 2. Comparative experimental results for different knowledge conversion methods on MetaQA and NGLD 

Knowledge Format 
MetaQA NGLD 

Baichuan2-7B-Chat Qwen1.5-7B-Chat ReSKGC Baichuan2-7B-Chat Qwen1.5-7B-Chat ReSKGC 

No Knowledge 30.29 32.78 31.65 19.21 21.57 19.10 

Triple Knowledge 94.89 93.43 92.98 87.33 86.67 85.23 

MVP Knowledge 88.12 87.64 87.59 - -  

Baichuan2-7B-Chat 96.79 95.88 94.67 91.89 92.19 90.19 

Baichuan2-13B-Chat-chat 97.12 96.46 92.76 91.23 93.99 89.43 
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Table 2 presents the overall experimental results of the proposed triple transformation method compared to existing 

methods on the MetaQA and NGLD datasets. The triple transformation model in this paper is implemented based on 

Baichuan2-13B-Chat and Baichuan2-7B-Chat, fully utilizing their powerful text generation and contextual 

understanding capabilities. Additionally, Llama-2-7B-Chat and Qwen1.5-7B-Chat, which have excellent performance, 

were selected as problem-solving models to verify the generalizability and applicability of the proposed triple 

transformation method. In the experiments, ReSKGC is used as the comparison model. 

The experimental results show that the triple transformation method proposed in this paper significantly outperforms 

existing triple transformation strategies on both question-answering models, particularly in terms of answer accuracy 

and output quality. Notably, Qwen1.5-7B-Chat performed exceptionally well on the NGLD dataset, likely due to its 

large-scale pretraining on Chinese corpora, which makes it better suited for the Chinese-dominated knowledge graph 

content in the NGLD dataset. Additionally, the outstanding performance of the Baichuan models on the MetaQA dataset 

also confirms the effectiveness of the proposed method across different corpora and scenarios. Furthermore, the 

proposed method outperforms the comparison algorithm ReSKGC on both the MetaQA and NGLD datasets, with the 

proposed method showing an improvement of up to 4.7% in five different scenarios compared to ReSKGC. 

Overall, the proposed method of transforming triples into natural language text not only helps large language models 

(LLMs) better understand supplementary knowledge provided by external sources, but also effectively enhances their 

reasoning and question-answering capabilities for complex knowledge graphs, significantly improving their 

performance in knowledge graph question answering (KGQA) tasks. 

To further validate the effectiveness of the proposed method, this paper provides a detailed analysis of the 

experimental results on the NGLD dataset. By establishing two baselines—the No Knowledge Baseline and the Triple 

Knowledge Baseline—other knowledge formats are compared against these baselines to study the positive and negative 

impacts of different triple generation methods on the problem-solving model. The No Knowledge Baseline represents 

scenarios where the model performs reasoning without any external knowledge input, while the Triple Knowledge 

Baseline represents reasoning based solely on standardized triple knowledge. The comparative analysis shows that the 

proposed method is more stable and efficient in understanding and utilizing supplementary knowledge, effectively 

avoiding the model's over-reliance on low-quality input knowledge. 

The specific performance of the models is shown in Table 3, which compares the number of questions answered 

correctly and incorrectly by the models. This further reveals the performance differences of the triple transformation 

method under different knowledge formats. The results indicate that the optimized triple generation strategy can 

significantly improve knowledge retrieval and question-answering accuracy, providing an efficient and feasible solution 

for the knowledge graph question answering domain. 

Table 3. Comparison of Text Generation Methods for Different Baselines 

Knowledge Format 
No Knowledge Baseline Triple Knowledge Baseline 

Helpful No-help Helpful No-help 

Triple Knowledge 8567 215 - - 

MTL Knowledge 7634 345 387 1294 

Baichuan2-7B-Chat 8612 78 476 254 

Baichuan2-13B-Chat-chat 8690 43 499 213 

The experiments calculated the number of questions that were initially answered incorrectly by the baseline but 

correctly by other knowledge formats (i.e., helpful), as well as those that were answered correctly by the baseline but 

incorrectly by other knowledge formats (i.e., no-help). Here, Baichuan2-13B-Chat chat is chosen as the answer model. 

From Table 2, it can be seen that this paper uses Baichuan2-7B-Chat and Baichuan2-13B-Chat chat as tuple conversion 

methods. The problem-solving model can understand the contextual semantics well, and even provide useful answer 

information for the problem in the presence of incorrect contextual information. 

5. Conclusion 

The paper presents a RAG framework for LLM subgraph retrieval based on knowledge graphs. Initially, optimization 

methods are designed for step prediction and relationship path prediction in subgraph retrieval to extract subgraph tuples 

relevant to the problem. These tuples are then transformed into natural language through fine-tuning an LLM. A prompt 

template is used to represent both the problem and the tuple as natural language text, which is input into the LLM to 

generate the answer. The fine-tuning data for the LLM comes from manually annotated power standard data. 

Experimental results show that the proposed framework outperforms previous RAG methods by a significant margin. 

Furthermore, compared to traditional knowledge graph-based RAG methods, this framework generates natural language 

texts that are more comprehensible for the LLM. Finally, experiments confirm that the LLM derived from this 

framework delivers relatively accurate responses when answering questions related to power standard knowledge. 
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This paper acknowledges certain limitations in the knowledge graph retrieval enhancement method based on large 

language models. Existing approaches primarily rely on predefined domain ontologies and rules, which restrict their 

flexibility in handling cross-domain and multi-dimensional knowledge. As a result, these models struggle to address 

implicit relationships in complex power systems. Additionally, current retrieval systems face challenges when handling 

semantically ambiguous queries, especially when confronted with incomplete or unclear power standard data, leading 

to inaccurate responses. To address these issues, future research should focus on integrating deep semantic 

understanding with reasoning capabilities, particularly enhancing the model’s ability to understand the knowledge 

structure within the power domain. Furthermore, the use of multimodal data and dynamic knowledge updates will help 

improve the timeliness and accuracy of both knowledge graphs and retrieval results. 
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