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Abstract 

One of the urgent directions in solving medical diagnostic tasks is to develop new and improved decision support systems 

capable of efficiently processing polymodal data. Humans cannot always process large arrays of medical information and 

determine an accurate diagnosis in complex situations. Thus, improving the functioning of the industry requires 

implementing a variety of systems capable of supporting decision-making of one kind or another. The presented technique 

aims to steadily increase the level and speed, and demonstrate the feasibility of integrating non-classical logic into the 

structure of the decision-making system in medical research by using non-classical logic complexes. The main advantage 

of the proposed approach is that it achieves the necessary level of information criteria; in particular, it provides the required 

information quality, high reliability of the decision, its value, preserves the amount of information, and searches and 

decision-making take relatively small-time intervals. This paper presents an overview of various non-classical logics and, 

based on the analytical findings, delineates the optimal choice of logic for each stage in the development of a decision 

support system. The processing and feedforward structures for DSS are presented based on selected types of non-classical 

logic. The algorithms presented for solving decision-making problems are based on discrete-logic approximations of a 

priori and actual data, which are optimal or suboptimal, and they use information and value criteria. The abstraction of any 

problem situation relies on using means operating with frequency and comparative logic to provide logical approximations 

of the sought characteristics. The accuracy of the diagnostic decisions reached 97% when using the developments presented 

in this study. 

Keywords: Approximation; Decision-Making; Diagnosis; Logic; Reliability. 

 

1. Introduction 

Sometimes, when making a diagnostic conclusion or management decision, specialists must work with polymodal 

information of various formats, characterized by definite errors and contradictions, which significantly complicate the 

formation of formal models and the development of a correct decision. Accurate and early diagnosis would also prevent 

the progression of chronic diseases. A disease may present with symptoms that are similar to those of other diseases, 

which could lead to confusion, even among the most experienced physicians. Furthermore, a patient may exhibit a 

combination of symptoms that can be attributed to multiple diseases, which may not be easily quantifiable. When 

observing these symptoms, physicians with varying professional levels and clinical experience may differ in their 

diagnosis, potentially leading to misdiagnosis. Additionally, patients may be uncertain about their symptoms, which 
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could impede the accuracy of diagnosis. Therefore, there is a need for a toolkit capable of processing contradictory and 

even low-value information with greater accuracy and subsequent integration of heterogeneous data [1, 2]. 

Decision-support complexes are becoming more in demand owing to the constant shortage of time, insufficiently 

developed resource bases, and lack of qualified personnel. In addition, there is often a lack of accurate and unambiguous 

information about a particular study object, which complicates medical diagnosis and subsequent therapy. Constantly 

increasing the volume of data and information materials for certain diseases in medicine cannot be promptly studied by 

a single specialist. In the future, this situation will only worsen [3]. 

Automating the treatment process is perhaps the most promising direction for creating complexes capable of 

supporting decision-making. In addition, it is necessary to gradually improve each subsystem responsible for the logical 

conclusions that explain and confirm the obtained results and the use of complexes of objective logic based on 

information semasiology. Moreover, the basis for creating the considered models should be indirect appeal [4, 5]. 

Today, researchers worldwide conduct a great deal of research to solve the primary problem, but they often neglect 

the incompleteness of information about medical processes. The virtual absence of efficient tools to specify the structure 

of logical conclusions and to ensure systematic work with incomplete information causes additional problems. 

In the domain of knowledge representation and reasoning, a pivotal field of inquiry in Artificial Intelligence, non-

classical logic assumes a pivotal dual role: firstly, non-classical logical languages facilitate the precise and transparent 

encapsulation of domain-specific knowledge. Secondly, as logical languages are endowed with distinctive rules 

pertaining to logical inference, they offer a systematic methodology for deriving novel insights from prior information 

[6]. 

Decision quality often depends on the decision-maker’s knowledge. The main task of a decision support system is to 

offer several options for a decision (in the specific case of a diagnosis for a patient) and clearly explain the information 

or parameters for decision-making. When such a structure works, it will be much easier for the specialist to make a 

quality decision (most appropriate for the situation). It is imperative to address the issue of exponential growth in the 

time and memory requirements of logic processes with the increasing dimensionality of tasks and proliferation of 

enumeration alternatives. Furthermore, it is essential to recognize the potential for utilizing a DSS to provide a value 

assessment of the decision made. This study aims to improve the quality of medical decisions made by specialized 

professionals based on diagnosis results, conclusions of non-classical logic, and semantics. The result is forming a task 

related to creating a system of rational use of diverse a priori and factual data of medical characteristics. 

2. Literature Review 

The decision-making procedure is definite work on forming and analyzing alternatives. Using tools that support 

decision-making is necessary for selecting and evaluating the best options from massive amounts of data [7]. In this 

process, it is essential to thoroughly examine the purposive samples that are the basis for decision making, identify the 

alternatives that deserve subsequent attention, and finally select a particular decision [8]. Medical practice shows that 

implementing each measurement, observation, and accumulation of necessary data requires improvement. However, 

specialized professionals fail to process continuously increasing volumes of data [4]. 

Medical diagnosis, a combination of transcendental and posteriori stages, has particular cyclicality [5, 9]. For this 

reason, computerized medical data processing tools can be divided into 

 Information and search complexes, which order, systematize, and concentrate the target data according to the clear 

conclusions of a specialized professional. 

 Complexes capable of processing incoming data using ordered chains of operations based on simulations of certain 

known situations. 

Chen et al. [10], Schaaf et al. [11], and Sutton et al. [12] studied on the software potential of specialized machines 

designed to provide automated evaluation of available medical data, which is essential because, in practice, many 

objective and subjective factors make manual evaluation of available data difficult. These include, first, a continuously 

increasing information flow with sufficient limited resources of processing means, various errors and mistakes, and 

significant time for making adequate and accurate decisions. 

Medical professionals employ a range of techniques to diagnose cardiovascular disease, including physical 

examination, analysis of a patient's medical history, and performance of a variety of medical tests. Notably, a significant 

proportion of individuals who have experienced a myocardial infarction or cerebrovascular accident have not been 

identified as being at an elevated risk by medical experts and specialists. Approximately 30% of cases have been 

misdiagnosed by specialists. This is largely attributed to the inherent challenges associated with the accurate diagnosis 

of cardiovascular disease, including the lack of overt symptoms in patients or the use of examination methods that are 

not sufficiently specific. Consequently, the accuracy of diagnostic tests is limited in determining the presence or absence 
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of a disease. Consequently, the interpretation of test results requires the expertise of a highly qualified specialist to 

accurately identify the underlying disease process [13, 14]. 

In recent years, there has been considerable interest in the potential of combining medical sensors with artificial 

intelligence algorithms, with significant progress being made in this field. Meanwhile, the current range of out-of-body 

detection devices exhibits low levels of automation, specificity, and stability and requires complex sample pre-

processing.  The fabrication of sensors for near-body monitoring is a complex process because of the large surface area 

and the intricate network of interconnected lines. The quality of the interface between the sensor and target organ is 

crucial for the efficiency of signal acquisition. Disease prediction using DSS is a challenging task because most platforms 

focus on health characteristics alone, neglecting potential disease signals. This limits their ability to serve as early 

warning systems. Therefore, a software platform should have a deep understanding of the medical needs and challenges 

to simultaneously achieve specialization and practicality [15, 16]. 

It is important to emphasize that diagnoses must operate with significant arrays of transcendental data. It must be 

valid, but because of the constant increase in the volume of incoming information, we will observe a substantial reduction 

in the reliability of the final decisions [17-19]. For this reason, it makes sense to outline the key issues concerning 

decision-making procedures. We should not forget that evaluation, management, and design have their peculiarities, so 

we propose to consider the formulation of the inverse problem in medical diagnostics in detail [20, 21]. 

Let us now analyze existing concepts to identify similarities in decision-making systems. First, we focus on the 

Bayesian approach, whose main advantage is the possibility of determining apodictic distributions based on 

transcendental distributions. This method is applicable for the realization of spheres operating with massive statistical 

arrays. The results of many studies demonstrate that humans do not rely on existing knowledge but prefer to study more 

relevant information [22-24]. 

The calculation of the conditional probability is as follows: 

𝑝(𝑥|𝑦) =
𝑝(𝑥,𝑦)

𝑝(𝑦)
  (1) 

here, 𝑝(𝑥|𝑦) is the probability of event x or y. Therefore, p(xy) corresponds to p(x|y)p(x). By dividing the two components 

of this ratio by the current value p(y), we obtain the rules proposed by Bayes: p(y|x)p(x) = p(y)p(x|y), 

p(x|y) = 
𝑝(𝑦|𝑥)𝑝(𝑥)

𝑝(𝑦)
. (2) 

Another approach involving the active use of neural networks is a universal approximation algorithm with high data-

processing speed. Generally, a neural network is a complete bipartite graph with neurons as nodes and edges that 

describes the level of mutual connections characterized by slowing pulses. At the same time, a neural network is a 

sensory complex whose 1st half is sensors, and the 2nd half is responsible for creating specific subsystems [25, 26]. The 

activation function is defined as follows: 

𝑓(𝑥) = 𝜎(𝑥) =
1

1+𝑒−𝑥
  (3) 

Other variations in the activity definition are also possible, such as the introduction of special nonlinear differential 

functions. 

The evolutionary algorithm is the most common among the genetic algorithms [1, 27]. It involves selecting the most 

powerful objects and the subsequent generation of search objects by introducing dependencies covering several 

arguments, which makes it possible to capture the presence of the largest and smallest values. The reproduction process 

involves executing the following four steps simultaneously: selection, crossover, mutation, and inversion. A 

characteristic feature of this approach is that the primary work on model building is transferred to the modified algorithm. 

Fuzzy logic is a helpful tool for describing systems with statistically distributed data, and the analytical description 

is complicated because the problems are weakly formalizable. As a generalization of classical logic and set theory, fuzzy 

logic operates using membership functions, output operators, and linguistic variables as fuzzy sets. This approach helps 

model the state parameters of different systems, allowing it to pass from qualitative to quantitative descriptions. For 

example, triangular and trapezoidal membership functions, transforming linguistic variables, are applied for transitioning 

from qualitative expert estimations of good, bad, and excellent. As a result of these opportunities, fuzzy logic methods 

are applied to supplier selection tasks, decision-making tasks in complex situations, and others [28, 29]. 

One of the main limitations that hinders the functioning of any medical complex supporting the decision-making 

process is that the decisions will provide highly accurate results only within the selected areas of knowledge from which 

they originate, after which they are lost completely [30]. Table 1 summarizes the main advantages and disadvantages of 

the logical inference methodologies. 
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Table 1. Description of the main features of logical inference methodologies 

Methodology Advantages Disadvantages 

Bayesian analysis 
Highly accurate and reliable results due to exact 

reliability assessment mechanisms. 

It is against the people's wishes to get the most fresh and up-to-

date information. 

Neural networks 
A universal approximation algorithm with the main 

advantage of high flexibility in selecting settings. 

Lack of specific mechanisms to assess the reliability of 

decisions and rules for changing the algorithm. 

Genetic algorithms 
The ability to successfully solve highly complex 

problems characterized by many stochastic connections. 

Extremely high subjectivity at the task formulation stage, and 

difficulties in defining criteria for chromosome selection. 

Fuzzy logic 

Ability to model complex and weakly formalizable 

systems. The models built based on fuzzy logic methods 

have high speed. 

Despite describing systems using membership functions and 
fuzzy sets, the universal technique for building fuzzy models is 

absent. In addition, many mathematical methods are 

inapplicable to the analysis of constructed fuzzy models. 

3. Objects and Methods of Research 

3.1. Complex That Performs Data Processing During Medical Diagnostics 

To implement the proposed system, we selected a specific device with information semantics, making it possible to 

perform logistic approximations with several set parameters. Based on a detailed review of research and theoretical 

analysis, we conclude that for computerized information processing, the most appropriate solution is to realize the idea 

of using logical units. In this case, a generalized scheme describing information processing is of interest, as shown in 

Figure 1. To build any information copies reflecting the dynamics of specific situations, it is better to operate with a 

priori information, estimating the split positions q(х,у) equal to vector y or x considering estimation errors. In most cases, 

it makes practical sense to apply statistical information built on the approximation model created by most experts to 

increase adequacy indicators. Thus, considering the direct distribution q(х,у), several partial and sufficient conditional 

distributions of x and y were constructed. 

The predominant part of the classification decisions represents �̂� = 𝐵(𝑦, 𝐽), where J is the aggregate model 

information and expert opinion and y represents the amount of empirical data comprising their array. A table of 

distributions describes a series of quantitative relations covering several core and observable characteristics, often 

referred to as symptoms. The possibility of good treatment outcomes is one reason for the mandatory completion of each 

patient's medical records. The overall structure of the payment table, realizing the core indicator, is created either by an 

expert environment or based on studies of previously collected information. The minimum expected loss is the value 

criterion: 

0

1

1
min ( , ) min( ( ) ( , ))

r

y
xx y x

y x xx q x y
q

  


  
 

 

Figure 1. Scheme of using approximation algorithms 

The table of payments can take either a positive (the presence of a gain or a profit) or a negative format (losses 

𝜆(�̂�, 𝑦, 𝑥) and unreasonable costs 𝜆0(�̂�, 𝑥)). In the end, we witness a negative measure, or we look for the most rational 

in value terms output, which in any option will guarantee the minimization of losses. The payment matrix then appears 

to be 𝑚𝑖𝑛
�̂�

{𝜆0(�̂�, 𝑥 + ∑ 𝜆(�̂�, 𝑦, 𝑥)𝑞(𝑥, 𝑦)𝑦 . Computation of the data that allows the estimation of triple or double links 

between the parameters occurs. Next, the selection of the most significant links from the available array significantly 

exceeds the value of random fluctuation, and the link threshold established between some categories of parameters [31] 

proceeds. 

3.2. Data Processing Complex 

The data processing complex provides comprehensive diagnostic and therapeutic support. The system consists of the 

following core components, as shown in Figure 2: 

 A range of programs that build several helpful approximation characteristics open up the prospect of 

improvements in the ordered chains of operations responsible for decision-making. 
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 The complex associated with obtaining reliable information about a particular patient; 

 A structure formed from the reference data on which any conclusions are produced by the considered complex. 

 A structure that processes incoming data flows may include standardized patient histories that simplify the 

information spaces of lists of diagnosable characteristics and certain classes in information arrays. 

The complex performs a range of functions due to 

 Maintaining an information database containing data from each patient. This database stores information about 

the treatment undertaken and the proposed recommendations for its implementation, according to the algorithms 

and errors made during the decision-making process; 

 Building the best approximations based on all the information available to the specialized professional; 

 Developing decisions based on the existing information database and assessing errors in previous decisions, 

including the burst mode, considering information arrays; 

 Issuing recommendations to control the correctness of logical conclusions. 

The complex uses an intuitive interface designed for several groups of users: 

 Physicians who are the end-users; 

 Engineers who form the information base and several specialized experts in the researched area. 

 

Figure 2. Working scheme of the system 

The system uses a tiered structure covering the following: 

 The comprehensive consideration and provision of each meaningful spot solution: 

o Complementing each developed spot solution by a sequence reflecting the specifics of the patient's current 

condition; 

o Forming a separate branch of spot solutions that trace the peculiarities and dynamics of the patient's pathology 

development; 

 Ensuring practical implementation of all decisions corrected by trilogy and tetralogy: 

o Representing the decision that describes the pathology by quaternary grids; 

o Representing the decision that monitors the patient's condition by quadrilateral grids. 

 Transformation of incoming medical signals into a frequency spectrum of values continuously analyzed by 

electronic modules, which then explains the decision: 

o A decision reflecting with sufficient accuracy the current state of the patient using k-th scales; 

o A decision monitoring the patient's condition using k-th scales. 

The system's operation relies on diagnosing the current state of patients, ensuring the reliability of all decisions 

produced by the system. 

3.3. Ways to Optimize the Approximation Algorithm 

Let us consider several classes of the discussed categories, and by sorting through the existing correlates (an 

observable feature, trait, or characteristic of the patient), we obtain a new correlate that is more informative than the 

previous one; therefore, in most cases, it will replace it. A correlate is an observed logical function of attributes with a 

significant frequency relationship with a target attribute. 
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We obtained an updated set of correlates at the end of the sorting-through period. Let us denote n as the number of 

conditions added in the last period, which replaced the previous ones, and m as the number of conditions introduced into 

the set before retaining their potential in this set. The above corresponds to information indicators relative to the quadratic 

criterion of the minimum redistributions. 

In the next period, we consider several criteria that complete the approximation, owing to the following: 

 The volume of helpful data measured in conditional terms; 

 Quality of data. This indicator demonstrates the informativeness of objects x, the informativeness of the object 

concerning the primary object y measured with maximum accuracy characterized by the value of task uncertainty 

y during the application of memorized information x;  

 Values. In this situation, we can discuss the economic or material benefits or harm from applying information or 

not having information about the current state of x. The calculation uses specific tables that describe the 

effectiveness of the selected decisions or their costs. 

Several reference characteristics of object regions and the quality of the algorithmic chains of approximation 

sometimes become peculiar constraints. 

 When the current period of the set of correlation characteristics does not change owing to the proposed correlates, 

the sequence of correlates selected for the study indicates that the process is complete. 

Restrictions specify the maximum number of periods considering a priori values and the increased dimensionality of 

the intersection of each characteristic. 

The sequence of final decision making by a specialized professional is iterative, as shown in Figure 3. In the first 

stage, the professional receives primary information y about the symptoms or syndromes observed in the patient. Given 

this information, the sequence of symptoms follows, based on the spheres, which consider an array of diverse information 

and modeling М(у), reflecting the specific disease. Although other cases are possible, this chain describes a stable 

relationship: n=0; n=1; n>1. All different types of data received are fed into the overall model by transformation. The 

information processor converts these data into a frequency rating of the patient's condition and converts it into trilogy 

values. 

 

Figure 3. Sequence of decision-making during diagnosis 

The first is because the information processor constructs a set that establishes a logical connection between the 

observed and several base characteristics. The second case emphasizes the presence of an unambiguous logical 

connection. If there is a correct and complete information processor, this relationship will allow us to conclude that the 

patient has a disease 𝑥. The level of reliability can be assessed either by the results of benchmark testing of the 

diagnosable algorithms performed previously, by comparing their characteristics, or by their approximation. The third 

case describes a situation where a diagnosis model is possible, in which the value of 𝑝 can be transferred into k-

approximation logic. 

Over time, given this model, the information processor builds a model y that describes most of the observable 

characteristics present in the studied object. We assumed that the task is approximated as a logical function. Here, any 

of the functions looks like the sum of each conjunctive element taken from the set. We assume that any attribute can take 
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values equal to one, and the rest will have internal uncertainty. Therefore, according to the principle of decision 

uncertainty, we calculated the values corresponding to {0,1,𝜃 }. If we partition the space into several non-intersecting 

targets until we get a value called “positive implicative function” equal to 1, it means only one thing: the diagnostic 

period is over. If one or more values are considered equal, we will need to perform additional studies are required to 

reduce the frequency of observations. For this purpose, we distinguish a set of characteristics {y}. In most cases, they 

will transform the current values of dependencies from 1 or 0 on the background of positive or negative responses, 

confirming or denying the desired objective, which will depend on whether the type of implication (patient attribute that 

was identified based on the correlates presented) is positive or negative. It is essential to emphasize only the 

characteristics specific to this situation to identify the purpose. If there is a variant of overlap between each base 

characteristic, most of the shared attributes will disappear, and only the sphere that emphasizes their distinctiveness will 

remain. 

It is worth considering the available attributes that will not occur in any conjunct of the implicative function 

represented in the conjunctive normal form (CNF). We propose applying the notation L to the set of each considered 

component in the CNF. These components can take the values (-1; 0; 1), where -1 acts as one of the indicators, 0 is not 

specified in this set, and 1 is a positive attribute. The purpose was to minimize the number of additional questions that 

reduced the non-permanent complexity of diagnosis [32]. 

The original maximum possible number of sensors corresponds to an established value. We begin the study in the 

initial column of Figure 4. Next, we look at the sensors that correspond to the components of the table, exceeding 1. 

When the i-th sensor produces some value on the output channel, guided by trilogy, all columns of the table where the 

i-th component is more or less than 0 will be equal. Table 2 shows the relationship between the “ideal” characteristics 

and sensor readings. 

 

Figure 4. Representation of the implicative function 

Table 2. Relationship between the “ideal” characteristics and sensor readings 

Sensor Table Summary of conjunctions 

1 1 – 

1 –1 0 

0 1 0 

0 –1 – 

Dashes mean that it will be necessary to continue the study, and when it is not possible, conjunctions will take on 

other values. If we obtain 0 during the calculation of conjunctions, we can disregard the rest of its attributes because the 

processes will continue for other conjunctions, relying on known or repeatedly verified information. If we obtain a 

conjunction corresponding to 1, it will confirm the presence of the task in the case of positive functions or the absence 

of the task in the case of negative implications, allowing us to complete the basic processes concerning the task 

implementation. Each 0 value generally prevents the completion of the main processes, because conjunctions should be 

summarized until one appears. The experiment was conducted when a single conjunction or series took some value, and 

the remaining ones corresponded to 0. A new disease model will be developed that includes the implicative functions of 

each target attribute with a value higher than 1. This situation means that the extreme stage of this process did not bring 

any significant innovations to the sought model, and the process itself did not contribute to reducing uncertainty. Thus, 

the diagnosis is complete according to the previously generated scenario, which transfers the set into approximation 

values of k-th logic. 
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3.4. Forms for Submitting Medical Information 

One of the necessary properties to optimize the operation of a decision support system (DSS) is the need to isolate 

complexes that contain information bases and mechanisms that make it possible to draw a valid logical conclusion. The 

second requirement is the use of a unified form of data provision that simplifies the system saturation procedure with 

new information and facilitates the processes of this system maintenance. An equally important quality that should 

characterize the information and each DSS model is the ability to support a function that explains decisions to users [33]. 

Guided by these requirements, a unified presentation form was formed for each considered model in the system under 

study. This structure is particularly interesting. 

A specific list defines the relationship of each characteristic: 

 A complete table: the number of columns; 

 A collapsed table: the number of columns; 

 A training table: the number of columns with the percentage of references used for the given samples 

 Control table: the number of columns. 

Each condition transforms into equality when all references are different, and their consolidation does not reduce the 

number of reference table columns, that is, until the situation occurs when the equalities of all references are different. 

The initial information is a reference table with form {s}. Furthermore, it transforms into a distribution table {s...}. The 

distribution table contains several moments of only that group of intersections of attributes, which is available in the 

reference table; the rest are equal to zero and will not enter the distribution table. Most mathematical and logical 

operations with distribution tables use bitwise logical operations in a standard environment by addition, multiplication, 

implication, equivalence, and others. 

As most modern operating systems are 32-bit, the maximum numbers that allow their processing by bit arithmetic 

have 32 characters. Figure 5 shows the appearance of an array including 4-byte numbers. 

 

Figure 5. Algorithm, which performs the preparation of the initial information for the use of bitwise operation 

The results of comparative tests of different variants of execution of each algorithm, including the implementation 

of functions characterized by the stock reference representation, demonstrated the maximum performance of the 

algorithms. It is noteworthy that their operating principle relies on bit arithmetic. Therefore, it is necessary to investigate 

the main stages of decision-making during diagnosis in the current phase of work. 
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Investigation of Base Characteristics: For the conjunctions given by the variants given earlier, it is necessary to 

determine the indicators of achievability, implicativity, and moments and points of intersection with the desired goals. 

Table columns were investigated using the corresponding calculation in a specific sequence. 

Figure 6 shows the structure of the analysis of the characteristics and their intersection points. Implicativity indicators 

are defined by a method that meets the condition that “any y=1 corresponds to x=1.” The achievability indicators satisfy 

the conditions q>q0 and q<1–q0. Simultaneous calculations improve the efficiency of the algorithms. Figure 7 shows the 

sequence of splitting attributes into several classes. This stage involves generating all admissible elementary 

characteristics considering the possibility of their negation. Subsequently, splitting into several classes, consisting of 

positive and negative implicates and correlates, occurs, ignoring most unattainable characteristics. Figure 8 shows the 

point exploration algorithm. Here, several correlates obtained earlier are labeled “old.” Then, filling this group, its new 

components will be labeled “new.” Grouping correlates into pairs will make it possible to observe all correlates; 

generating “new” ones uses the “or” bit operator. 

 

Figure 6. Venn diagram for the considered sets 

 

Figure 7. Splitting attributes into several classes 
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Figure 8. Exploration algorithm of points where the intersection of base characteristics occurs 

To verify existence, this stage makes it possible to disregard most logically incorrect conjunctions. The examination 

takes place thanks to the Noma value table without referring to the distribution table and disregarding some format 

conjunctions {attributes 1 = value 1; attributes 1 = value 2, and so on}, here, values 1 ≠ 2. These are initially considered 

unattainable, and detecting them without consulting the distribution table is necessary to increase the total efficiency of 

the algorithms. 

3.5. Creation of a Specific Interface Covering Trilogy, Tetralogy, Frequency, and Multivalued Logic 

Many experts describe states of objects using the vector “y.” It is a set of values with attributes in m in the importance 

scale. In this case, the information is not fed to the input channel of i-th sensor. Therefore, these characteristics have 

similar values for evaluating any current characteristics. Each scale meets most evaluation criteria and is applied in many 

types and formats [34]. 

Sensors with a nominative scale determine the splitting spaces into several non-overlapping classes, reflecting 

equivalence. Components that are indistinguishable with respect to a given property populate this group. Sensors with a 

rank scale specify the splitting of universes and the proper ordering of components by topic. Sensors with logical scales 

are among the simplest and determine the existence or absence of some attributes. Internal uncertainty is the best 
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confirmation of the qualities of base processes acting under the guise of any sensor indicator and indicates the 

impossibility of obtaining the desired information. However, they can be the consequence of contradictory 

overdeterminations of incoming data, for example, in a multi-expert evaluation, as illustrated in Figure 9. 

According to the chosen format of the scales, it is possible to use various heuristic techniques to move from internal 

contradictions to a correct definition of the scale. When a rank scale has a selected ratio, it is the basis for using fuzzy 

approximations of frequency logic. Sometimes replacing scale values with ones that correspond to the original 

characteristics is possible while respecting the laws established by trilogy during operations with information discretes 

[35-37]. 

 

Figure 9. Appearance of multi-expert evaluation 

Relying on expert conclusions, the considered logical calculations will continue to build a range of implicative 

functions. In the observation of the patient, the doctor evaluates the attributes in the scale values precisely considering 

their significance and makes conclusions about the actual sensor states later. 

It is worth considering several possible and common errors:  

 Kynol, which distorts the majority of studies derived from distorted knowledge, is a variant of fatal errors 

bordering on the absurd. 

 Kinol describes the majority of correctable errors in the information process. 

The laws for processing low-value information express the rule of reducing the minimum permissible distortion of 

data to obtain the necessary decision [38-40]. Following these laws, the form of logical addition will look like a + b = a 

and the form of logical multiplication – 𝑎 ⋅ 𝑏= a. Instead, in the course of reduction, it is customary to use a range of 

transformations of minimal absurdities in the form of internal uncertainty in cases where the investigation of the appeared 

contradictions suggests such a form. Therefore, it is possible to calculate L(y) according to the rules established in trilogy 

and tetralogy, and the results take the form of specific values 𝐿(𝑦) ∈ {0,1, 𝜃, −𝜃}. 

3.6. Creating an Explanation Module for Systems Processing Medical Information 

The execution of each function explaining the decision on the processing of information arrays will be necessary for 

the participants to maintain legal responsibility for the decision made, and the developers of the complex should control 

the correctness of operating all modules, providing logical inference. The creation of explanation modules for each 

decision depends on the program of the approximation algorithm execution and the composition of the information base. 

Creation of the explanation will require accessibility to the modeling of object domains, as in the case when information 

processing occurs, forming the corresponding decisions. 

The possibilities of the information process help make a decision �̂� = 𝐴𝐵(𝑦, 𝐽) and offer detailed justifications by 

the successive implementation of the summary of the observation results. The graphs in Table 3 describe the possible 

matches {х,у} and the allowed variants of the explanations for each decision. Figure 10 shows the interrelation of all 

components and indicates the correspondence of the information situations. 
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Table 3. Combinations {х,у} and possible decision explanations 

No. �̂� y Explanation 

Variant of positive implication 

1 2 3 “presence of the characteristic” “will confirm decisions” 

2 1 2 “presence of the characteristic” “will refute decisions” 

3 𝜃 0 “the characteristic will not change the decisions made” 

4 2 3 “no characteristics” “the decision confirmation” 

5 2 2 “no characteristics” “the decision refutation” 

6 𝜃 1 “no characteristics” “decision is unchanged” 

Variant of negative implication 

7 2 2 “presence of the characteristic” “the decision refutation” 

8 2 0 “presence of the characteristic” “the decision confirmation” 

9 𝜃 2 “decision is unchanged” 

10 2 3 “presence of the characteristic” “the decision refutation” 

11 1 2 “no characterization” “the decision confirmation” 

12 𝜃 2 “presence of characterization” “decision is unchanged” 

 

Figure 10. Graphical description of interrelation and correspondence of information situations 

4. Results 

A diagnosis should be made based on both a priori information about the disease and patient information. A person 

is involved in the diagnostic process in two distinct stages: initially, when they receive and input the initial information 

about the patient, and subsequently, when they participate in the final decision-making process. It is important to note 

that the computer system does not replace doctors; rather, it serves as a powerful tool to support the decision-making 

process. It presents information about the patient in an objectified, systematic form and uses knowledge of the relevant 

subject area for automatic diagnosis and explanation of its decision to the doctor, thus helping to avoid gross errors 

associated with the subjectivity of the patient’s perception. By accumulating information about patients with established 

diagnoses, it becomes possible to obtain objective characteristics of diagnosis and, if necessary, to retrain the computer 

system to enhance its accuracy. A comparison of the existing decision support methods with other methods is presented 

in Table 4.  

Table 4. Comparison of the accuracy of decision support systems 

№ Name Average accuracy Reference 

1 Naive Bayes classifier 0.82 Jenny et al. (2015) [41] 

2 Support Vector Machines 0.89 Araz et al. (2019) [42] 

3 Classification And Regression Trees 0.85 Graham et al. (2018) [43] 

4 Artificial neural networks 0.96 Zlotnik et al. (2016) [44] 

This study analyzed the overall performance of the suboptimal approximation algorithm. The amount of non-

reference data was 30% in the calculation. Simultaneously, this study presented a variety of dependencies on the number 

of decision search cycles with different numbers of informative correlates. Based on these data, it is possible to reveal 

that, as a rule, the rapid increase in volumetric and temporal obstacles is not fixed against the background of a certain 

level of helpful intentions and an increase in iterations. When using the developments presented in this study, the 
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accuracy of diagnostic decisions reached 97%, which was calculated as the ratio of the correctly defined values to the 

total number of values, demonstrating the high efficiency of the practical use of the suboptimal approximation algorithm. 

The data were provided by a consortium of organizations from the Institute of Design-Technological Informatics RAS 

and Sechenov First Moscow State Medical University as part of a world-class medical center, as also stated in the 

funding. The data provided have been depersonalized and represent a list of patients with a range of symptoms (Figure 

11). 

 

Figure 11. Demonstration of the relationship between the time and accuracy characteristics of the algorithm and the 
number of decision search cycles at different numbers of correlates 

The proposed algorithm is capable of accurately diagnosing a given case within a relatively short period of time; 

however, it is not without its inherent limitations and potential drawbacks. Due to the algorithm's consideration of a 

multitude of states, including those of an uncertain nature, a considerable number of information correlations may have 

a detrimental impact on its operational speed while offering only a marginal increase in accuracy. Furthermore, the 

erroneous selection of algorithmic cycles may result in the expenditure of valuable time without any appreciable change 

in the overall accuracy of the algorithm. Machine-learning algorithms can also be implemented with the structure of non-

classical logic to produce more accurate results. However, this framework has many limitations, and further development 

and research into hybrid algorithms are required to realize this aim. 

5. Conclusion 

Based on the conducted analysis, we demonstrate the potential benefits of integrating nonclassical logic with 

information semantics within a decision support system. Such an approach can enhance the efficiency of medical 

information technology. The use of frequency logic for machine representation of medical databases and internal 

information processing has been shown to be expedient. Trilogics and tetralogics are optimal for transferring data from 

doctors to automated systems. The formalism of k-value approximation logic is optimal for explaining machine decisions 

to doctors. A methodology for the collection and analysis of medical information utilizing the indirect address scheme 

was devised and deployed. The medical diagnostic process is presented as the process of the functioning of an 

information management system. This system receives a set of materials and informational objects as the input. These 

include patients, instruments, and medications. They were received together with the research results and their medical 

history. At the output, the system produces a set of materials and information objects. These included a healthy patient 

and a diagnosis. They were produced along with their appointments. This study proposes methods and algorithms for 

solving decision-making problems in medical diagnostic processes. These are based on optimal and suboptimal discrete-

logical approximations of a priori and actual data using information and value criteria. It was demonstrated that the 

proposed model does not result in a linear increase in the computational complexity with the addition of new information 

attributes. 
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