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Abstract 

Digital technologies have been used for a vast amount of bibliometric analysis research. Although these technologies have 

made scientific investigation more accessible and efficient, scholars now face the daunting task of sifting through an 

overwhelming number of documents. This study aims to identify bibliometric research analysis's primary topics, 

categories, and latent topics from a global perspective. This study utilized topic modeling techniques to analyze the 

abstracts of 16,039 eligible papers published between 1977 and 2023 in the Scopus database. Through the use of Latent 

Dirichlet Allocation (LDA) topic modeling, the study was able to identify four distinct research topics and observe how 

they have evolved over time. The research topic has shifted its focus from individual concepts and words to relationships 

between nodes and conceptual, intellectual, and social structures. The study’s findings have significant implications for 

bibliometric analysis-related research, providing valuable insights into trends and patterns in bibliometric analysis content 

within large digital article archives. The LDA has proven to be an efficient tool for analyzing these trends and patterns 

quickly. This study's novel approach considers factors for word embedding usage and optimal topic numbers. It focuses 

on a full understanding of the LDA results and combines statistical analysis, domain knowledge, and temporal exploration 

to better understand how data structures work. 

Keywords: Bibliometric; LDA; Topic Modeling; Topic Trends; Performance Evaluation. 

 

1. Introduction 

Clustering topics through bibliometric analysis is a valuable approach for gaining a better understanding of the 

content and relationships between publications in a specific field [1, 2]. Researchers can use different techniques like 

co-citation analysis, bibliographic coupling, and co-word analysis to identify co-occurring terms or citation patterns 

among publications and group them based on similarity. Software tools such as VOSviewer and CiteSpace can also be 
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used to visualize and analyze clusters of publications [3]. Li & Lei [4] conducted a bibliometric analysis on topic 

modeling studies from 2000 to 2017, using data from Web of Science to evaluate bibliometric indices for productive 

authors, countries, and institutions, as well as investigate thematic changes over time. The study revealed that the number 

of publications on topic modeling has steadily increased, with a peak in 2015, and that the United States and the 

University of California are the most productive countries and institutions, respectively. Thematic changes in topic 

modeling research were the most frequent topics, followed by text mining and natural language processing. This study 

also detected a trend towards utilizing topic modeling in social media analysis and incorporating external knowledge 

sources in topic modeling. 

Topic modeling is a machine learning technique that can identify common patterns in words and phrases to uncover 

the primary themes and topics present in a collection of documents [5]. It has numerous applications, including text 

classification and building recommender systems [6]. However, it is worth mentioning that topic modeling is a form of 

unsupervised learning that aims to discover underlying topics or themes in a collection of documents without predefined 

categories. The set of possible topics is unknown a priori and is defined as part of generating the topic models. Topic 

modeling algorithms group words based on similarities and analyze the patterns in the use of words across multiple 

documents to identify key topics that best capture the content of the documents [7–10]. 

Topic modeling is useful for text classification and building recommender systems and has been proven to be 

effective in identifying significant and relevant topics from extensive text data [6]. It has been widely used in social 

science research but less commonly in educational research [11–13]. Topic modeling involves using natural language 

processing techniques, such as Latent Dirichlet Allocation (LDA), to discover recurring topics from a set of texts. LDA 

is commonly used in research because it provides an objective analysis of the corpus data [14, 15]. Moreover, topic 

modeling combines both objective data analysis and subjective data labeling processes [16]. It can be useful for large-

scale literature research to uncover hidden topics and is more flexible and effective than other methods like document 

clustering [6]. 

The bibliometric studies involve various approaches, such as defining data metrics, exploring the field's development 

from an information and library science perspective, or making cross-disciplinary comparisons. However, most studies 

overlook the unique bibliographic nature of the field. Thus, this article addresses a comprehensive overview of the 

bibliographic research by analyzing the subject's referral network to identify patterns and hierarchical semantic 

relationships. Rather than forcing the literature into predetermined classifications, this approach allows for a more 

profound understanding of bibliometric research [17–19]. 

Previous studies have been conducted on topic modeling and bibliometric research. Ayaz et al. [20] explore trends 

in gamification research, while Robledo & Zuluaga [21] examine topic modeling's evolution. Mifrah & Benlahmar [22] 

compare LDA and NMF techniques, and Cui et al. [23] propose a recognition method. Motamedi et al. [24] analyze 

information systems in maternal health, and Almenara [25] focuses on eating disorder literature. Sharma et al. [26] 

investigate smart cities' trends, Gurcan & Cagiltay [27] analyze bioinformatics research. Cobelli and Blasi [28] examined 

ATI in healthcare, and Chen & Xie [29] reviewed sentiment analysis. Chen et al. [30] explore semantic computing, Jiang 

et al. [31] evaluate global hydropower literature, and Linnenluecke et al. [32] outline methods for literature reviews. 

Lastly, Chen et al. [33] study learning analytics research trends. In addition, Amaro & Bacao [34] underscored the 

pivotal role of Topic Modeling (TM) in the analysis of digital text data. Their study addresses the intricate challenges 

associated with evaluating TM algorithms, presenting a meticulous comparative analysis involving five distinct 

algorithms across varied datasets and metrics. Their findings notably advocate for Top2Vec as the preeminent model, 

thus contesting the conventional dominance typically attributed to LDA. These studies contribute to understanding 

trends, methodologies, and future research directions in topic modeling and bibliometric analysis. However, there is a 

gap in the research on topic modeling and bibliometric analysis because not many hybrid models have been studied. 

Additionally, there may be a lack of standardized approaches for determining the optimal number of topics and 

evaluating topic coherence in bibliometric studies. Integrating such techniques could enhance the accuracy and 

interpretability of topic models in this domain. 

A gap in the body of bibliometric research literature about topic modeling methods is the area of hybrid models that 

combine Latent Dirichlet Allocation (LDA) with word embedding methods. This model type has yet to be studied much. 

Also, there should be more standardized ways to find the best topic count and check for topic coherence. These are 

necessary for topic modeling results in bibliometric analyses to be easily understood and used. Integrating such 

approaches bolsters the efficacy and depth of topic modeling endeavors within this scholarly domain. 

This study employs topic modeling and text analysis technology to examine 16,039 papers on bibliometric analysis 

research from 1977 to 2023 in the Scopus database core collection. Its objective is to identify the primary research topics, 

categories, and latent topics of bibliometric analysis from a global perspective. The study addresses three main research 

questions, namely, the main research topics, categories, and latent research topics in bibliometric analysis. To do this, 

we extracted TF-IDF keywords from the abstracts of the 16,039 papers, developed a keyword corpus, and constructed 

a time-phased word cloud to analyze word cloud feature evolution. Additionally, we used LDA topic modeling for the 
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first time in bibliometric analysis research to efficiently analyze a large corpus data of text data and obtain essential 

parameters such as the number of topics through machine learning training. Through our analysis, we discovered the 

research topics and development trends of bibliometric analysis based on large amounts of text data from 16,039 

documents in the Scopus database from 1977 to 2023. This study contributes theoretical and methodological references 

for future research in bibliometric analysis and underscores the significance of considering the bibliographic nature of 

the field. 

2. Research Methodology 

This study aimed to quantitatively analyze bibliometric research articles, with a particular focus on the content of 

their abstracts. The methodology used was outlined in Figure 1, which depicted the three sub-processes: data retrieval, 

preprocessing, and topic analysis. The study employed Latent Dirichlet allocation (LDA) topic models, which allowed 

for the identification of key topics within the texts. However, the study was not without its challenges, including the 

need to appropriately preprocess text collections, select appropriate model parameters, evaluate model parameters, 

evaluate model reliability, and internet the resulting topics. Figure 1 provided an excellent visual representation of the 

study’s methodology, making it easy for readers to understand the steps involved in conducting the analysis. 

 

Figure 1. Topic modeling pipeline with LDA 

2.1. Data Retrieval and Pre-Processing 

This section provides a detailed account of the data retrieval and pre-processing process for this study on bibliometric 

analysis. The researchers retrieved high-quality literature from the Scopus Core Collection between 1977 to 2023, using 

a well-crafted search string (for example, TS = “bibliometrix”, OR TS = “bibliometric” OR TS = “bibliometrics”) to 

ensure that only relevant papers were collected. Scopus was deemed suitable for the study as it covers a wide range of 

fields and is a widely used database for bibliometric analysis. The inclusion and exclusion criteria were then used to 

select the 16,039 relevant papers, which were analyzed based on the title, abstract, year of publication, and journal-title.  

To prepare the data for topic model mining, the researchers employed several pre-processing steps, including splitting 

the text into tokens, removing punctuation, numbers, and unnecessary words, and converting words to their base form 

[35]. Python programming language was used, and the text pre-processing was conducted in PyCaret, a reliable tool that 

is open-source and readily available [36]. A series of pre-processing steps were conducted to extract representative 

keywords from the research articles. These steps involved removing commonly used but insignificant words, using the 

bi-gram algorithm to select common collocation phrases, and applying the TF-IDF algorithm to extract essential 

keywords from the abstract [37, 38]. Afterwards, the researchers created a keyword corpus with 87,065 words and 

16,039 documents by removing keywords with low weights.  

2.2. Topic Modeling 

Topic modeling is a powerful tool that can help researchers uncover hidden structures in collections of documents, 

allowing them to make data-driven decisions and gain insights into complex topics [39]. However, selecting the right 

model can be challenging, as different models have different strengths and weaknesses [40]. For example, LDA is known 

for its ability to learn descriptive topics, while LSA is better at creating a sematic representation of documents in a 

corpus [41].  

Despite its potential benefits, topic modeling can be difficult to understand and interpret [42]. To ensure that the 

results are reliable and meaningful, researchers use metrics, such as perplexity and coherence to evaluate the modeling 

results. Perplexity measures the likelihood value of the model, while coherence is calculated using the Normalized 
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Pointwise Mutual Information (𝑁𝑃𝑀𝐼) formula [43]. The NPMI formula assigns high co-occurrence probability to word 

pairs, resulting in highly understandable and interpretable modeling results.  

𝑁𝑃𝑀𝐼(𝑤𝑖 , 𝑤𝑗) =  
𝑙𝑜𝑔

𝑝(𝑤𝑖,𝑤𝑗)+𝜀

𝑝(𝑤𝑖).𝑝(𝑤𝑗)

−𝑙𝑜𝑔(𝑝(𝑤𝑖,𝑤𝑗+𝜀))
  

(1) 

where; 𝑝(𝑤) represents the probability that the word 𝑤 exists in the provided document, and 𝑝(𝑤𝑖 , 𝑤𝑗) represents the 

probability that two words 𝑤𝑖 , 𝑤𝑗  appear together in the same context. 

The LDA Model module in Gensim [44] was used for topic modeling, using the 𝑁𝑃𝑀𝐼 coherence indicator. 𝑁𝑃𝑀𝐼 

measures the association between word pairs, thereby providing an effective means to assess the model’s quality. 

Following this, we were able to analyze the probability of word co-occurrences within a given document, and 

subsequently assess the statistical significance of the results [42, 43]. 

2.3. Topic Modeling Evaluation 

This study uses Latent Dirichlet Allocation (LDA) on Scopus documents to evaluate topic modeling techniques. 

Various distinct research topics will be identified through LDA, tracing their evolution. It emphasizes shifting focus 

from individual concepts to network relationships, uncovering intellectual and social structures within bibliometric 

analysis. Factors considered include word embedding utilization, optimal topic numbers, statistical analysis, domain 

expertise, temporal exploration, and enhancing comprehension of LDA results and data structures. This approach offers 

valuable insights into the dynamics of research topics and their evolution over time, contributing to advancing topic 

modeling techniques in bibliometric analysis. 

3. Results 

The methodology involved retrieving and preprocessing literature from the Scopus Core Collection, selecting 16,039 

relevant papers based on specified criteria. Latent Dirichlet Allocation (LDA) topic models were then applied to identify 

key topics. Challenges included text preprocessing, model parameter selection, reliability evaluation, and topic 

interpretation, considering the bibliographic nature of the field. A visual representation of the methodology, including 

the LDA topic modeling pipeline, was provided. This approach enabled the study to analyze the dataset efficiently, 

identifying key topics and trends in bibliometric analysis research. The results were displayed in text analysis, topic 

modeling, and clustering evaluation. 

3.1. Text Analysis  

A word cloud is a visual representation of a text that highlights important words in a given text. The technique has 

been widely used in various fields [12, 35, 45]. In this study, word clouds were generated using the Word Cloud library 

in Python to represent the main research content and each topic. The library enables users to customize the appearance 

of the word cloud, such as font size, colour, and layout, to provide a clear and concise summary of the text [46]. Figure 

2 displays a word cloud generated in this study. 

 

Figure 2. Most common words (1977–2023) 

LDA topic modeling methods are useful for constructing document's embedding vector with the number of topics 

determining the dimension. Each document is represented by a vector of topic probabilities, which can be utilized for 

document classification. After completing the training dataset, a group label to each document was assigned to each 

document in the Dominant Topic column, and additional columns can be added to the result. However, observing the 

behaviors of each group and giving them meaningful names can be challenging and time-consuming. One indirect 
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method of observing the frequency of words used in each group (known as word distribution) was conducted to address 

this challenge. This allows for a better understanding of the results of document clustering and gives each group a name 

that accurately describes its meaning. Figure 3 illustrates the results of this observation. 

 

Figure 3. A vector of topic probability 

The distribution of topics in the research paper dataset was analyzed to identify patterns and trends in the data. The 

results indicate that one topic is significantly more prevalent than others, while the remaining topics are outliers. Figure 

4 visualizes the topic distribution, with topic number two being the most frequent. However, further investigation is 

required to determine the underlying reasons. Factors such as the research focus or the sample size could contribute to 

the results, and it is necessary to consider these variables before drawing any definitive conclusions.  

 

Figure 4. The visualization of the topic distribution  

3.2. Topic Modeling 

3.2.1. Determination of Optimal Parameters 

One of the most widely used algorithms for topic modeling is the Latent Dirichlet Allocation (LDA) model, which 

has been shown to produce promising results in numerous studies [47]. It’s important to note that the LDA model is an 

unsupervised machine learning technique.  

When using the LDA model module of Gensim library in Python, it’s crucial to set the topic number K, as well as 

the apriori values of topic distribution α, and topic word distribution η beforehand. These parameters can significantly 

impact the effectiveness of your topic mining. 

Evaluating topic model algorithms is a challenging task, mainly due to the complexity and volume of text data 

involved. Human evaluation can be time-consuming and subject to bias, which is why theoretical evaluation models are 

necessary. Although these models cannot match the accuracy of human-in-the-loop model evaluation [42], they provide 

a useful framework for assessing the quality of topic models. 
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One widely used method for evaluating a topic model is Coherence, which measures the degree of semantic similarity 

between the high-scoring words in a topic. This evaluation matric involves calculating pairwise scores for the top n 

frequently occurring words in each topic. These scores are then aggregated to determine the final coherence score [48], 

as shown in Equation 2. 

𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 =  ∑ 𝑠𝑐𝑜𝑟𝑒(𝑤𝑖 , 𝑤𝑗)𝑖<𝑗   (2) 

Several coherence measures exist in the literature to evaluate topic models. For instance, the UCI (or CV) measure 

was proposed by Newman et al. [49] as an automatic coherence measure to rate topic understandability. This measure 

compares word pairs and treats words as facts. Other researchers have also proposed measuring coherence based on 

word statistics [41, 50, 51]. 

Metrics, such as perplexity and coherence should be established to assess the effectiveness of topic mining. In 

addition to evaluating the effectiveness of the model, it is crucial to understand its interpretability for promoting its final 

application. Coherence, which focuses on the model’s interpretability, is an essential metric for evaluating topic mining. 

Higher coherence indicates better interpretability of the model. Therefore, coherence is often selected as the primary 

metric for evaluating topic mining. Cao et al. [52] suggested that measuring the average cosine distance between every 

pair of topics can provide insights into how stable the topic structure is. This can help to identify any inconsistencies or 

overlaps in the topics, which can further improve the model’s interpretability and effectiveness. 

To identify the optimal number of topics for our study, we employed the CoherenceModel class in the genism 

package, which provides fitness scores for various topic numbers. In addition, we used the C_v and C_umass algorithms 

to compute coherence scores and determine the number of topics with the highest score. A higher C-v value indicates a 

better model fit. Subsequently, we generated a line graph using Python’s Matplotlib package to visualize the results and 

observed that the coherence score peaked at four topics (as depicted in Figure 5). Therefore, we categorized the collected 

articles into four topics. 

In addition, we experimented with 2-6 topics with a step size of 1 to determine the optimal number of topics, and 

used the coherence parameter to simplify the model. The results showed that the coherence parameter reached its 

maximum value of -0.0641 when the number of topics was four (Figure 5). Hence, we chose four topics with α = 0.143 

and η = 0.143, which were automatically set. 

Subsequently, the model was further fine-tuned by adjusting the auto-set value within a narrow range and testing the 

coherence parameter to achieve the best results. The coherence score, which measures model performance, reached its 

maximum of 0.4514 when α = 0.15 and η = 0.18, surpassing the previous score of 0.4360. The results were reviewed 

and confirmed by experts who found that the four topics were clear and interpretable. Therefore, we determined the 

optimal parameters and obtained the optimal model results for the four topics, as shown in Figure 5. 

 

Figure 5. Topics number and coherence 

3.2.2. Topic Naming and Topic Details 

In a traditional topic modeling, topics are typically named based on the probability of topic words, with high-

probability words being used for naming. However, this method can result in low discrimination in topic naming. Thus, 
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Sievert & Kenneth [53] proposed combining keywords with their relationship to the topic for naming purposes. Once 

the model is determined, topic naming is done manually, which is crucial for ensuring that the results are interpretable. 

To accomplish his, the correlation formula is used, which is as follows:   

𝛾(𝑤, 𝑡|λ) =  λ log[𝑝(𝑤|𝑡)] + (1 − λ) 𝑙𝑜𝑔 [
𝑝(𝑤|𝑡)

𝑝(𝑤)
]  (3) 

The value of λ to determine the weight given to a topic word w in relation to its boost under topic t was adjusted. 

After tuning the value, we found that setting λ to 0.6 yielded the best results. The outcome of this process is presented 

in Table 1, which provides a clear overview of the resulting topics. 

To name each topic, we employed three methods: (a) analyzing the top 10 words that are most representative of the 

topic based on the highest term-topic probability (βk) and frequency in the abstract; (b) creating a word cloud for each 

topic using the top 50 words, where the size of a term corresponds to its term-topic probability, to identify the most 

representative terms within each topic; and (c) examining the top 20 articles (θd) with the highest proportion of words 

to better understand the narratives within each topic and decide on the topic names. The resulting topics and their names 

are presented in Table 1. 

The Latent Dirichlet Allocation (LDA) method is commonly used to divide a collection of bibliometric analysis 

research into four distinct topics. The process involves several key steps, including: 

• Determining the optimal number of topics based on the coherence score; 

• Allocating the determined number of topics to the bibliometric analyses; 

• Using a group of words to represent the characteristics of each topic; 

• Using the resulting representation as a reference for the title of the bibliometric analysis when entering the topic;  

• Using numbers 0, 1, 2, and 3 as markers for entry into the topic, based on the probability value shown in Figure 6.  

 

Figure 6. A list of unique word that represent a formed topic 

To determine the themes that represent each formative topic, this process identifies the most dominant set of words 

for each topic. A theme would be determined from the list of the most dominant words for each topic, which would be 

used to represent the topic's name in several words or sentences (Table 1).  

Table 1. Bibliometric analysis topics and category 

Category Topic No. Topic name Representative bigrams 

Conceptual Structure 

0 Set of publications concepts 

Bibliometric analysis, number publication, result total 

research hotspot, research trend, future research, country 
institution, number citation, high number, science database 

1 Set of publications words 

Bibliometric analysis, number publication, Scopus database, 

result show, International collaboration, research trend, study 

aim, science database, research topic, recent year 

Intellectual and Social 

Structure 

2 
Relate to others in the 

research field 

Bibliometric analysis, web science, research field, research 

area, research topic, network analysis, bibliometric study, 

study aim, systematic review, bibliometric method 

3 Relationships between nodes 
Article publish, number citation, web science, number 
publication, highly cite, paper publish, number article, use 

bibliometric 
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Figure 7. Topic 0 – Top 100 bigrams 

 

Figure 8. Topic 1 – Top 100 bigrams 

 

Figure 9. Topic 2 – Top 100 bigrams 

 

Figure 10. Topic 3 – Top 100 bigrams 
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Figures 7 to 10 offered a detailed insight into four topics obtained from the LDA algorithm. Each topic is visualized 

with the top 100 frequently used words. This information is summarized in Table 1, which includes the topic names, top 

10 words, and a representative article for each topic. Regarding this, topic 0 (T0) was named "Set of publication 

concepts." The articles in T0 were conceptual structures representing the interrelationships among concepts in a set of 

publications. A conceptual framework serves as the foundational structure upon which research is built, systematically 

aiding in the organization and elucidation of relationships between disparate ideas. Researchers developed it as 

inherently subjective and inductive, drawing upon existing literature to inform its construction. As a tool for 

conceptualizing complex phenomena, it provides a roadmap for inquiry, guiding the formulation of hypotheses and the 

interpretation of findings. While it is not subject to empirical proof, its utility lies in offering a coherent framework for 

understanding and investigating phenomena within a given field of study. Topic 1 (T1) was labeled "Set of publication 

words." The articles in T1 examined a conceptual structure representing the relationships between the co-words in those 

publications. By reading the articles and figuring out the main ideas and variables, a conceptual framework could be 

created to show how these ideas and variables are likely to be related. This conceptual framework can also provide a 

useful tool for guiding further research and provide a framework for analyzing and interpreting the data collected from 

the publications.  

Also, it serves as a robust foundation for guiding subsequent research endeavors and a valuable instrument for 

comprehensively analyzing and interpreting the data gleaned from diverse publications. Its structured approach aids in 

systematically exploring intricate relationships, uncovering underlying patterns, and facilitating insightful 

interpretations of the amassed data. Topic 2 (T2) was labeled as "Relate to Others in the Research Field." Articles in T2 

examined how an author's work can significantly impact the scientific community, as publishing research outcomes 

helps researchers gain visibility and acknowledgment. The impact of an author's work transcends mere publication, 

encapsulating multifaceted dimensions such as research quality, the seminal nature of findings, and their substantive 

contributions to the field. These factors collectively delineate the significance of an author's scholarly footprint within 

the scientific community. However, it is imperative to meticulously navigate issues about authorship delineation and 

acknowledge individual contributions to mitigate potential biases and ensure scholarly integrity. Topic 3 (T3) has been 

labeled "Relationships between nodes." This research topic delves into the intricate dynamics shaping scientific 

collaboration networks, particularly exploring the interplay among authors, institutions, and countries. These 

collaborative networks are subject to various influences, including geographical proximity, linguistic factors, 

disciplinary domains, and institutional associations. Understanding these multifaceted relationships offers insights into 

the intricate fabric of global scientific collaboration and its implications for knowledge dissemination and innovation. 

Knowledge structure refers to organizing concepts and their relationships in an expert's knowledge structure. An 

expert's knowledge structure has a rich clustering of concepts, in which each concept is related to many other concepts, 

and the relationships between concepts are clearly understood. Concepts are arranged hierarchically using umbrella 

concepts to relate them more closely. In general, drawing a big picture of scientific knowledge has always been desirable. 

Science mapping is a technique that aims to visually represent the relationships and connections within the scientific 

knowledge system, including its structure and dynamics [54, 55], and allows the investigation of scientific knowledge 

from a statistical point of view. Science mapping uses mainly the "structures of knowledge", which includes a conceptual 

structure which depicts the relationships between concepts or words in a group of publications; and an intellectual and 

social structure reveals how authors or institutions interact with others in research and the connections between nodes 

representing references.  

3.2.3. Topic Visualization 

An interactive visual diagram is a highly effective way to present the results of a topic model. In this regard, the 

pyLDAvis package [53] was utilized to create an interactive diagram that displays the topics and their most 

representative words (Figure 11). The size of each bubble in the diagram represents the relevance of the topic in the 

corpus, and topics that are closer together are more similar to each other. One of the key advantages of the pyLDAvis 

visualization method is that users can adjust the relevance of words in a topic using a slider [53, 56]. Additionally, the 

multi-dimensional zoomed model view provides information about the meaning, popularity, and relationships of each 

topic, making it easy to interpret and analyze the results. Furthermore, the topics are well-differentiated, and the 

popularity is well-balanced, indicating that the model is robust and accurate. The top 30 relevant words of each topic 

are displayed in a histogram with saliency and overall term frequency, providing a clear and concise summary of each 

topic. Finally, the whole model is available on the World Wide Web, allowing readers to use and explore the topic model 

through an interactive interface. Overall, the pyLDAvis package provides an innovative and effective way to visualize 

and interpret topic models, enabling researchers to gain deeper insights into the structure and content of their data. 

This tool offers a clear and intuitive visualization of the relationships and strengths of each topic by displaying the 

words that form each topic, using a circle and a horizontal bar chart. The circle on the left panel shows a global view of 

the model, allowing users to easily comprehend the relationships between topics and their relative strengths. Meanwhile, 

the horizontal bar chart on the right panel presents the terms that make up each topic, providing users with a detailed 

understanding of the topics themselves. 
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Figure 11. The Interactive visualization of LDA model * 

It is evident that the four identified topics are distinct and belong to different research areas (Figure 11). Upon 
clicking on each topic circle, the tool generates a bar graph that displays the top 30 most relevant terms for that particular 
topic. This feature allows users to get a quick and concise summary of the topic's relevance through its most significant 
keywords. By conducting a lexical analysis of these keywords, it becomes possible to categorize the four topics, as 
outlined in Table 1. The categories encompassed by these topics are highly pertinent to current research topics, as 
evidenced by the keywords associated with each theme.  

There are two ways to plot the document classification, one of which is t-SNE (t-distributed Stochastic Neighbor 
Embedding). In this method, each group is represented as a probability distribution, which is essentially a normal 
distribution. The Euclidean distance is used to measure the distance between groups. This technique is used for 3D 
projection to visualize similarities between multidimensional vectors and plot clusters of similar documents. The results 
of applying t-SNE to the case study data are displayed in Figure 12. Additionally, we have made the entire model 
available on the World Wide Web, providing readers with an interactive interface to explore the document classification. 
This allows users to gain a deeper understanding of the classification process and to interact with the data in a more 
dynamic way. 

 

Figure 12. The visualization of the t -distributed Stochastic Neighbor Embedding (TSNE) † 

 
* https://ischool.kku.ac.th/bibliometric/lda_bibliometric.html 
† https://ischool.kku.ac.th/bibliometric/TSNE.html 
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Further experimentation is required to derive a concrete interpretation and justification regarding the phenomena 

illustrated in Figure 12. To sum up, the t-SNE plotting shows that larger documents could have more variety in nature, 

and some statistically related words from one category could also be relevant to other categories to some extent.  

3.3. Overall Clustering Evaluation 

The NLP evaluation model is a powerful visualization tool that facilitates the understanding of topic models by 

providing additional insights. One of its features is the automatic analysis of each document’s sentiment polarity 

allowing for the identification of positive and negative feelings associated with the topics. Another insightful feature is 

the word cloud visualization, which displays the frequency of terms used in the topics identified by the LDA model. The 

size of the text indicates the term’s frequency, with the larger text indicating the high probability terms, highlighting 

their importance.  

The word cloud visualization technique is commonly used to represent the results of topic modeling due to its 

simplicity and clarity. It allows for the comparison of topic-term matrices obtained from different models, providing a 

clear and straightforward way to evaluate the effectiveness of the LDA topic modeling approach. This technique has 

been widely adopted in the literature and has been shown to be effective in improving the interpretability of topic models 

[57, 58]. 

3.3.1. Document Classification 

Document classification is an essential task that involves automatically assigning an input document or predefined 

group or class based on certain criteria. It can be viewed as a classification problem, where the goal is to convert an 

input document into an embedding vector. The process of embedding a document begins with transforming it into a 

corresponding vector.  

A traditional approach to embedding a document is called TF∙IDF. Following this, TF is a vector of term frequencies 

(how many times each word appears in this document), and IDF is a vector of inverted document frequencies (how 

many documents each word appears in). The main drawback of TF∙IDF is that each embedding vector can be quite large 

because its size is equal to the vocabulary size. A more modern approach is the use of topic modeling by utilizing the 

topic distribution of each document as an embedding vector. Then, these embedding vectors are used to classify the 

documents. Currently, any classifier can be trained based on these embedding vectors (Figure 13). 

 

Figure 13. Document Classification 

After defining the document classification task and selecting the appropriate classifier, we can proceed to train the 

model using the provided training data. The first argument of the training command specifies the classifier type, and the 

model will be trained and tested on the data provided, using default hyper parameters to obtain a general idea of the 
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classifier's effectiveness. For this task, we chose to build a random forest classifier, which is often the first choice for 

any supervised machine learning task. This function trains all of the models in the model library with the default hyper 

parameters and uses cross-validation to measure performance metrics. The trained model object class is then returned 

for further use. 

For classification tasks, several evaluation metrics are commonly used, including: 

• Accuracy: the percentage of correct predictions over the total number of predictions made; 

• Precision: accuracy of predicting an item as a particular class; 

• Recall: accuracy of recognizing a member of a particular class; 

• F1: geometric mean of precision and recall, providing a single metric to balance both measures; 

• AUC (Area under Curve): a metric that measures the model’s ability to distinguish between positive and negative 

instances; 

• Cohen's Kappa; 

• MCC (Matthew's correlation coefficient); 

• TT (training time): the time taken to train the model, which is an essential metric to consider when comparing 

different models and selecting the most efficient one for a given application. 

An extreme gradient boosting (XGBoost) classifier was created based on the dataset and its resulting accuracies were 

compared with those of the random-forest classifier. XGBoost is known for its robustness in classification tasks, high 

accuracy, and F1-score. Although XGBoost may outperform random forest in some cases, the choice of which algorithm 

to use ultimately depends on the problem specifics and available data. To evaluate and compare the performance of 

different models on the same dataset using appropriate metrics, we recommend starting with comparing all models for 

performance. This can be achieved by using the PyCaret setup which trains and scores all models in the library with 

cross-validation, evaluating metrics such as accuracy and precision. The output provides the average scores across folds 

and training times, giving a performance overview of all models as shown in Figure 14. 

 

Figure 14. A performance overview of all models 

We conducted a thorough comparison of over 15 models using PyCaret and generated a comprehensive table that 

highlights the best performing models based on N-Fold cross-validation. Our findings, as illustrated in Figure 14 of the 

table, reveal that the models with the highest performance metrics sorted by "Accuracy" are as follows: Logistic 

Regression, Random Forest Classifier, Light Gradient Boosting Machine, Gradient Boosting Classifier, Extreme 

Gradient Boosting, and Extra Trees Classifier. However, our analysis also shows that when sorted by AUC, the 

aforementioned models are the top performers, with an impressive average ten-fold cross-validated AUC of 1.0000.  
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Ensemble Models and Other Variations 

To enhance the accuracy of the current model, one promising approach is to transform it into an ensemble model. 

This involves integrating weak classifiers that have been trained on the same dataset. During prediction, the output of 

the weak classifiers is used to cast a vote for the final output class. The PyCaret tool can assist in building an ensemble 

model from a base classifier in a straightforward manner. To implement this method, the first step is to specify the base 

classifier as an argument. Next, the integration method can be specified in the options method, with two options 

available: Bagging (all weak classifiers cast a vote) and Boosting (weak classifiers hierarchically separate classes). The 

option n_estimators is used to set the number of weak classifiers in the ensemble model. 

Hyper-Parameter Tuning 

After evaluating the performance of the different models, we select the best-performing one based on the evaluation 

metric of our choice. However, it is important to note that the default hyperparameters of each model are used in this 

selection process. To achieve even better performance, the hyperparameters need to be fine-tuned. To tune the 

hyperparameters, we can use the command "classification.tune_model", where we specify the classification model in 

the first argument. This command helps improve the general performance of the model. Additionally, if we want to 

improve a specific metric, such as F1, we can specify it in the "optimize" option. 

3.3.2. Model Evaluation and Interpretation 

Finally, the tuned model with the command classification evaluation model (rf_model) was evaluated. 

Figure 15 shows the AUC: ROC curve, which is a way to measure the performance of classification models at 

different thresholds. AUC indicates how well the model can distinguish between classes, with higher values indicating 

better performance. However, translating these metrics into business value requires further analysis. 

 

Figure 15. AUC plot of the best model 

The confusion matrix is a simple yet effective way to evaluate model performance. It compares predicted labels with 

actual labels and divides them into four quadrants. The total sum of all quadrants is equal to the number of documents 

leads in the test set (405 + 2 + 782 + 2 + 1 + 729 + 2 + 3 + 3 + 2 + 475 = 2,406).  

Various confusion matrices of randomly selected classifiers were examined in this section. The probability of true 

and false classification for each language model's classifiers, with reasonable processing time was visualized in Figure 

16. Some classifications have a prediction probability of 0.0000, indicating a small number of false positives. 

The bigram features worked better for prediction than unigram and trigram attributes were found in the previous 

section. This confirms the previous finding that there are overlapping structural relationships in the bibliometric analysis 

research in the dataset, despite having opposite sentiment polarities.  

It is initialized with a fitted model and generates a class prediction error chart on the draw. The support for each class 

in the fitted classification model is shown as a stack of bars on the Class Prediction Error Chart. Each bar is segmented 

to show the distribution of predicted classes for each class. 
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The RandomForestClassifier is good at predicting Topic 0 based on the clustering features, but it often gets Topic 2 

and Topic 3 mixed up and labels Topic 2 as Topic 1 (Figure 17). 

 

Figure 16. Confusion Matrix 

 

Figure 17. Class Prediction error for Random Forest Classifier 

The confusion matrix and calculate precision was examined, recalled, and F1 scores done manually. If the model is 

binary, the impact of each feature on the prediction and the correlation between the two most impactful features using 

SHAP values could be also analyzed. A variable importance plot and probability values for each topic are represented 

by dots. The redder the dot, the higher the probability value. The probability values are sorted and colored with a 

gradient. 

The position of each dot, which is a SHAP value, represents a correlation between the probability value and the 

output class. The more the dot goes to the right, the stronger the correlation between them and a correct prediction. The 

more it goes to the left, the stronger the correlation between it and an incorrect prediction. Besides, the lower the 

probability value, the bluer the dot is. The more separable the dots of different colors are, the better. 
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The result shows the probability distribution of topics for each document with 𝜃𝑚,𝑘. values. The 𝜃𝑚,𝑘. values for the 

first 10 documents and k=1…4 was displayed in Figure 18. We have prepared the data, trained and selected the best 

model based on AUC, and analyzed performance using various plots such as AUC-ROC, Confusion Matrix, Class 

Prediction error, and Topic probability. 

 

Figure 18. The probability of transcription from 1 to 10 is analyzed. 

4. Results and Discussion 

In this study, we analyzed bibliometric data across four different aspects: topic focus, characteristics, category, and 

key modes. To perform this analysis, we utilized Python libraries to carry out topic modeling and assessed the 

performance of each model using metrics such as perplexity and coherence. Additionally, we also used Python libraries 

to effectively visualize and present our results. By leveraging these libraries, we were able to create clear and informative 

visualizations that highlighted the key insights and trends from our analysis. 

In this study, we examined the global research trends and context of bibliometric analysis using text analysis and 

topic modeling techniques on a sample of 16,379 papers from the Scopus database. Through our analysis, we identified 

four distinct topics and their development trends, revealing a shift in the focus of topic development trends. Specifically, 

the "Set of publication concepts" topic was found to be the most popular, accounting for 34% of tokens, while the "Relate 

to others in the research field" topic was less popular, accounting for only 10.4% of tokens. Building on the work of 

Aria & Cuccurullo [59], we classified two types of bibliometric analysis and knowledge structure synthesis: conceptual 

structure and intellectual and social structure. This classification is consistent with their findings and provides a useful 

framework for understanding bibliometric analysis. The study's insights provide a structured framework for 

understanding the evolving landscape of bibliometric analysis content, facilitating the tracking of research themes, 

identifying trends, and assessing methodological improvements. Furthermore, this study makes theoretical and 

methodological contributions by applying LDA topic modeling technology to bibliometric analysis and identifying 

research topics and development trends for the first time through large-scale text analysis of 16,039 documents from the 

Scopus database, this research contributes to a deeper understanding of bibliometric research patterns, offering valuable 

insights for researchers and practitioners. By obtaining core parameters, such as the number of topics, through machine 

learning training, our study provides a valuable reference for future research on bibliometric analysis.  

In recent years, topic modeling has emerged as a powerful technique for discovering hidden topics within large 

collections of texts. With the increase in online activities of academics, businesses, and the general public, there has 

been a surge in interest in this field. This article explores the major topic modeling algorithms and their applications, 

with a specific focus on the Python programming language libraries and tools that can assist researchers in implementing 

their ideas. By using topic modeling, individuals can update and develop their interests in different aspects, which could 

lead to new research questions and ideas.  

Bibliometrics, a quantitative methodology that uses statistical methods to analyze published works, has become 

increasingly important in recent years due to the vast amounts of available digital data [1]. One of the essential tools 

used in bibliometrics is topic modeling, which enables researchers to identify hidden patterns and relationships among 

texts [4]. Topic modeling allows researchers to discover new research areas and trends, and to learn about how certain 

publications or authors have affected their fields [3]. Additionally, topic modeling helps overcome some of the 

limitations of traditional bibliometric analysis, such as the over-reliance on citation counts as a measure of importance 

[3]. This study contributes to the field by highlighting the importance of analyzing knowledge structure and conceptual 

relationships within scientific publications and suggests that LDA is a powerful tool for efficient and accurate 

bibliometric analysis. The findings of this study are valuable for researchers in information science, data mining, and 

bibliometrics. 
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The result of this study contributes significantly to the field of bibliometric analysis research by evaluating the 

performance of topic modeling techniques and offering valuable insights into their advancements and implications. By 

comparing our findings with previous studies, we can discern the evolution and impact of our research. Our study 

introduces a novel approach by integrating word embedding with Latent Dirichlet Allocation (LDA) for enhanced topic 

extraction performance. Unlike previous studies that primarily relied on traditional topic modeling methods [20–31, 33, 

34], our approach showcases a more sophisticated and potentially more effective method. 

By identifying key topics within bibliometric research articles, our study sheds light on primary research topics, 

categories, and latent themes. Comparing these findings with previous studies enables researchers to track the evolution 

of research themes over time and assess consistency or changes in dominant topics within bibliometric analysis. In 

addition, our method, which includes getting data, cleaning it up, and using LDA models to analyze topics, gives a 

structured framework for doing bibliometric analysis. Researchers can identify improvements, challenges, and best 

practices by evaluating the methodology of previous studies compared to ours. 

Even though there are some problems with the generalizability and granularity of the datasets, like the fact that 

abstracts were used instead of full texts, our study shows how important it is to use a variety of datasets and thorough 

text analysis methods to get reliable and applicable results. We suggest future research directions, such as exploring the 

full texts of authoritative articles in multiple languages. Comparing these recommendations with previous studies can 

reveal emerging trends and gaps in bibliometric analysis, guiding future research endeavors and methodological 

advancements. 

5. Conclusion 

In summary, the utilization of word embedding in conjunction with LDA has been demonstrated to enhance topic 

extraction performance, although its appropriateness varies depending on the unique characteristics of each research 

inquiry and dataset. The decision to employ word embedding should be made judiciously, considering a multitude of 

factors. Determining the ideal number of topics is a crucial aspect of LDA modeling. Typically, coherence scores offer 

a valuable metric for evaluating the quality of topic models across various topic quantities. Higher coherence scores 

signify more coherent topics, aiding researchers in identifying the most suitable number of topics for their specific 

investigation. Researchers are encouraged to experiment with different topic counts within a predefined range (e.g., 2-

6) and compare coherence scores to arrive at an informed decision. To gain meaningful insights from LDA topic 

modeling results, a comprehensive approach encompassing statistical analysis, domain expertise, and critical thinking 

is essential. Beyond merely interpreting topics and their associated keywords, researchers should delve into the 

distribution of topics across documents, track the evolution of topics over time, and explore the interrelationships 

between topics. This multifaceted approach ensures a richer and more nuanced understanding of the underlying data 

structure. This study has identified two main limitations. Firstly, the findings of the study may not be generalizable due 

to the limited dataset used. However, incorporating additional sources such as the Web of Science core repository could 

increase the general applicability of the results. Secondly, the analysis was limited to abstracts rather than full texts, 

which may have limited the granularity of the findings. Therefore, future research should explore the full text of 

authoritative articles in multiple languages to obtain more comprehensive results. 
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