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Abstract 

The main objectives of this research were to numerically analyze the potential for seasonal wind power (WP), assess wind 

direction, and select the most effective wind turbine (WT) for installation at the research site. Wind data were collected 

half-hourly from a branch of the Tanzania Meteorological Authority nearest to the research site. The collected data were 

analyzed using a double-parameter Weibull distribution (WD) model, where the standard deviation (SD) method was used 

to fit the WD. The results revealed that the site experienced strong winds within the range of 4.5–7 m/s between the hours 

of 05:00 - 20:00, with the most likely seasonal wind speed (WS) ranging from 5–7 m/s, while the mean seasonal WS was 

9.07–12.14 m/s. The highest possible wind energy density (wED) of 23.3 GWh/m2 at a hub height of 10 m occurred during 

winter, followed by spring, autumn, and summer, with 6.39, 6.32, and 3.33 GWh/m2, respectively. The annual wED was 

> 13.52 GWh/m2, with a typical month-to-month energy of 1.13 GWh/m2. Finally, the study concluded that the 

recommended WT model (POLARIS P62-1000) was the best choice for installation at the study site due to its sustainable 

WS and WP potential. Based on the findings of this research, which show that the site has sustainable seasonal wind 

resources, it is suggested that future wind research be carried out to extend the dataset to ensure the long-term seasonal 

wind pattern at the site. 
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1. Introduction 

Sustainable energy resources have been instrumental in addressing the issue of planetary warming, which has been 

causing harm to the natural environment [1–3]. To address the detrimental environmental consequences associated with 

conventional energy sources and to meet the increasing global energy demand, there has been a notable focus on 

researching renewable energy options in various interdisciplinary environmental and engineering investigations [4–8]. 

Among these sustainable energy sources, wind power (WP) stands out as a remarkably valuable and promising selection. 

Wind power (WP) is inherently clean, readily available, cost-effective, sustainable, and eco-friendly [6, 9–11]. 

Wind power (WP) is swiftly emerging as the preferred option for sustainable energy in both advanced and emerging 

economies, owing to its myriad advantages [12–14]. For example, nations like Denmark, Spain, Germany, the United 
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States of America, China, and India rely heavily on WP as their primary source for the generation of electricity. For 

example, nations like Denmark, Spain, Germany, the United States of America, China, and India rely heavily on WP as 

their primary source for the generation of electricity [15]. Remarkably, the global collective mounted capacity of WP 

has been consistently and rapidly increasing [16–19]. Egypt, Morocco, and Tunisia hold notable positions in the realm 

of WP within Africa, with connected capacities reaching 550, 291, and 114 MW, respectively, by the end of 2011 [20]. 

The growing energy demand, the rapid exhaustion of non-renewable energy reserves, and environmental concerns 

associated with their utilization have resulted in the pursuit and establishment of primary energy sources, like WP, for 

electricity generation [21–23]. Due to variations in climatic conditions, several studies had to be conducted to determine 

the adequacy and sustainability of WP as a fundamental step towards the selection of wind farm (WF) sites.  

In their research, Ongaki et al. investigated the prospects of WP in Kiisi, Kenya, utilizing both the Weibull distribution 

(WD) and Rayleigh distribution methods [24]. The moment system was employed to continuously calculate the WD 

parameters over a 10-year period spanning 2004–2013. Their study revealed a decreasing trend in wind speeds (WSs) 

over time and emphasized that WP during the winter exceeded that of the summer [21]. This fluctuation in WP was 

attributed to the direct relationship between WS and atmospheric density [25, 26]. In the Kiisi region, during the cold 

season, the atmospheric density was observed to be greater than during the warm season, primarily due to heightened 

atmospheric moisture content [27]. Based on their findings, the authors concluded that the wind energy density (wED) 

in the Kiisi region was sufficient for a variety of off-grid electrical and mechanical applications, including battery 

charging, the operation of small wind generators, and water pumps for domestic, industrial, and agricultural purposes 

[28–30]. 

Jowder [31] analyzed wind data spanning three years in the Kingdom of Bahrain using the WD function. The study 

indicated that the selected sites were suitable for the installation of small-scale wind turbines (WTs) at a height of 30 m 

and large-scale WTs at a height of 60 m. Awad [32] conducted in the Zafarana area of Egypt, the Weibull distribution 

function was utilized along with methods such as Mean Squared Deviation (MSD), Maximum Likelihood (ML), Genetic 

Algorithm (GM), Probability Distribution (PD), and Modified Maximum Likelihood (MML) to analyze one year of 

wind data. Additionally, the data collected at 10-minute intervals for one day each in summer and winter were examined. 

The performance of these methods was assessed using the root mean square error (RMSE). The study recommended the 

use of MSD and ML for estimating the wind potential. Furthermore, in a separate investigation, five distinct geographical 

regions worldwide were analyzed using 96 months of wind data [33]. Five distinct geographic regions worldwide were 

analyzed using 96 months of wind data. Instead of relying on the measured data, the study employed the WD function 

to determine the approximate wind potential in these areas. 

Katinas conducted an assessment of the efficiency of breeze energy in the context of installed WTs, employing the 

capacity factor (CP) as a key metric for the WS assessment at more than 18 sites in Lithuania [34]. The chi-square, 

constant of determination, and error methods were employed to validate the best method of analysis between the ML, 

MML, and wasp algorithms, whereby the WAsP algorithm and extreme likelihood were found to have the best fits for 

the WD compared to the modified extreme likelihood method [35, 36]. The wasp algorithm was used to estimate the 

wED. A technical assessment of electricity production was also conducted, which involved the analysis of three 

commercial WTs by calculating and comparing the average power (AP) and performance of the selected WTs. The 

study concluded that the sites had high WSs, making them suitable for the installation of WTs [37]. 

Michael et al. assessed the WP potential along the Dar es Salaam coastline. Their approach involved employing 

graphical representations and the standard deviation (SD) method to determine the WD parameters [38]. From the results 

of the study, the SD method proved to be the most appropriate method for evaluating the WP potential in that area. 

Consequently, the researchers recommended that the WD parameters derived via the SD method be adopted when 

selecting the right commercial WTs. Also, Oyedepo et al. conducted a study that involved analyzing WS data and 

assessing the WP potential in three specific areas in southeast Nigeria. The WD and SD models were employed to 

calculate the WD parameters [39]. The findings of the study revealed that the average WSs in these three locations fell 

within the range of 3.3–5.4 m/s. Subsequently, the annual energy output and the most suitable WTs were selected for 

each of the study locations in southeast Nigeria [40, 41]. 

Zanzibar, an archipelago located in East Africa and surrounded by the Indian Ocean, boasts abundant renewable 

energy resources such as wind, oceanic tides, solar, and geothermal energy. However, despite this wealth of resources, 

the island relies heavily on external sources for its electricity supply, mainly due to its connection to Tanzania's primary 

grid through an underwater cable [42, 43]. Ensuring a consistent power supply presents a significant challenge, especially 

during the dry season when fluctuations in water levels in the hydropower reservoir disrupt the generation of electricity 

from Tanzania's main grid [44]. Furthermore, concerns about infrastructural issues related to the submarine cable 

responsible for transmitting power to the island play a crucial role [18]. 

The existing research conducted in various regions, including Kenya, Bahrain, Egypt, Lithuania, and Nigeria, has 

contributed valuable insights into wind resource assessment methodologies and WT suitability. However, there is a 

research gap in the understanding of wind characteristics and wind potential in Zanzibar, Tanzania, due to a lack of 



HighTech and Innovation Journal         Vol. 5, No. 2, June, 2024 

333 

 

literature specifically written to assess the wind potential at the study site. Existing studies primarily utilized methods 

such as the WD function to analyze wind data and estimate WP potential, but none directly addressed the unique wind 

patterns and atmospheric conditions prevalent in Zanzibar. Therefore, a new research endeavor in Zanzibar would 

provide tailored insights into the feasibility of seasonal WP and the selection of the WT to be installed at the study site 

for this research. The study used the Weibull distribution (WD) method, with the best fit by the SD method, to analyze 

the seasonal wind patterns and energy potential at the study site. 

2. Data Acquisition and Study Site  

The data on WS and direction utilized in this study were gathered from the Zanzibar station of the Tanzania 

Meteorological Authority. This data was collected at 30-minute intervals throughout the entire year (January–December 

2022). The measurements were obtained at a height of 10 m above ground, with the study location being at an elevation 

of 18 m at coordinates (6°13'S, 39°13'E). Figure 1 shows the geographical location of the study area. The study area 

experiences four separate climatic seasons: spring (March–May), summer (June–August), autumn (September–

November), and winter (December–February) [18]. 

 

Figure 1. Geographical location of the study site 

3. Research Processes 

The research processes refer to the systematic approach undertaken to investigate, explore, and discover new 

knowledge or to deepen understanding within a particular field or topic of interest, including the concern of this study. 

It typically involves a series of steps, which may include defining the research question or hypothesis, conducting a 

review of existing literature, designing a methodology or research plan, collecting and analyzing data, interpreting 

findings, and drawing conclusions. Figure 2 shows the methodology flow chart for all processes applied in this research. 

The methodology flow chart for this study (Figure 2) entailed a systematic approach to analyzing the wind data and 

assessing the seasonal WP potential at the study site. 

Initially, the wind data, which was collected half-hourly from the Tanzania Meteorological Authority, served as the 

foundational dataset for subsequent analyses. Following the data collection, the analysis progressed to an examination 

of the daily wind profiles for each season to discern seasonal variations in wind patterns. Concurrently, a comprehensive 

wind direction analysis was conducted to determine prevailing wind patterns and their variability over time. A basic 

analysis was done, whereby a Weibull distribution (WD) model fitted to the collected wind data using the standard 

deviation (SD) method facilitated the characterization of the PD of WSs at the study location. 

The model was further refined by determining the Weibull distribution (WD) parameters, thus enabling a more 

precise assessment to be made of variations in the WS. This analysis was a key step in understanding the reliability and 

consistency of wind resources, ultimately contributing to the calculation of the wind power (WP) potential and wind 

energy density (wED). Additionally, the study incorporated the wind sustainability classification of the National 

Renewable Energy Laboratory (NREL) to evaluate the sustainability of the wind resource. Furthermore, seven different 

WT models were analyzed to assess their performance in the given wind conditions, culminating in the selection of the 

most suitable WT. The methodology flow chart concluded with a discussion of the findings and limitations of the study, 

providing insights into the results obtained and addressing any challenges encountered during the research process, 

followed by a concise conclusion summarizing the key outcomes of the study. 
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Figure 2. Research methodology flowchart  

4. Data Analysis and Mathematical Models 

This research employed the two-factor Weibull distribution (TWD). TWD is the most effective method that has been 

used to analyze wind data. It has two fundamental functions, namely the likelihood function as given in Equation 1 and 

the increasing function as given in Equation 2 [45–48]. Whereas c and k are the unknown variables, namely the scale 

constant in m/s and the non-dimensional shape constant of the distribution, respectively, and v is the recorded wind speed 

in m/s [49]. 

𝑓(𝑣) = (
𝑘

𝑐
) (

𝑣

𝑐
)
𝑘−1

𝑒𝑥𝑝 (−
𝑣

𝑐
)
𝑘
                                                                                                                         (1) 

𝐹(𝑣) = 1 − 𝑒𝑥𝑝 (−
𝑣

𝑐
)
𝑘
                                                                                                                                                                        (2) 

In this study, the values of these constants were determined using standard deviation method as per as Equations 3 

and 4 [46], 𝜎 and 𝑣̅ are the respective standard deviation of the wind speed and average wind speed in m/s. 

𝑘 = (
𝜎

𝑣̄
)
−1.086

                                                                                                                                                                    (3) 

𝑐 =
𝑣

𝛤(1+
1

𝑘
)
                                                                                                                                                                          (4) 

The gamma function 𝛤 was calculated using Equation 5 [50]: 

Γ(𝑥) = ∫ 𝑡𝑥−1𝑒𝑡
∞

0
𝑑𝑡                                                                                                                                                         (5) 



HighTech and Innovation Journal         Vol. 5, No. 2, June, 2024 

335 

 

From Equation 3, 𝜎 is the standard deviation of the wind speed given as in Equation 6, 𝑛 is the number of data taken 

into consideration of the analysis at a given time, 𝑣𝑖 is the actual velocity at time step 𝑖 and nth record, 𝑣̅ serves as the 

average velocity given in Equation 7 [51]. 

𝜎 = √(
1

𝑛
∑ (𝑣𝑖 − 𝑣̄)

2𝑛
𝑖=1 )                                                                                                                                                  (6) 

𝑣̄ =
1

𝑛
∑ 𝑣𝑖
𝑛
𝑖=                                                                                                                                                                       (7) 

Equation 8 determines a particular speed denoted as vm  at which maximum energy generation can be achieved while 

the maximum attainable speed of the wind, represented as vp (m/s) is given by Equation 9, c and k are the determined 

Weibull scale and shape factor of the distribution respectively [52, 53]. 
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1

𝑘
                                                                                                                                                                (8) 
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𝑘−1

𝑘
)

1

𝑘
                                                                                                                                                                 (9) 

4.1. Wind Power and Energy Density 

At any airstream speed v in m/s, the wind power concentration in W/m2 is given as per as Equation 10 whereas the 

corresponding energy concentration in kWh/m2 was calculated using Equation 11 [54]: 
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From the recently mentioned Equations 10 and 11, A represents the area of the turbine in m², while P and E denote 

the respective airstream power and energy concentrations. ρ represents the atmospheric density, ideally taken as 1.225 

kg/m³. T indicates the period of time for the analysis, and c and k are the respective constant factors of the distribution 

[54]. 

4.2. Extrapolation of the Constants of Distribution 

Extrapolation of the Weibull parameters is one of the important techniques used during the analysis of airstream 

speed variation with the height of the turbine. If k0  is the initial non-dimensional shape factor at any initial hub height 

ℎ0, and a projected height ℎ is given, then the shape constant at the projected height k(h) is given as shown in Equation 

12 [39, 55]. 

𝑘(ℎ)= k0
[1-0.088ln(

ℎ0
10
)]

[1-0.088ln(
ℎ

10
)]

                                                                                                                                                  (12) 

Similarly, the projected scale constant c(h) at any given projected height h was calculated using Equation 13, if c0 is 

the initial scale factor at 10-meter height [56]. 

𝑐(ℎ) = 𝑐0 (
ℎ

ℎ0
)
𝑛

                                                                                                                                                               (13) 

Since c0 and h0 are the initial scale constant and height in respectively, then the value of n was calculated using 

Equation 14 of this research [57]; 

𝑛 =
[0.37−0.088 𝑙𝑛(𝑐0)]

[1−0.088 𝑙𝑛(
ℎ

10
)]

                                                                                                                                                   (14) 

In this study, initial hub height h0 was 10 meters above the ground as described in the data source section of this 

research. 

4.3. Wind Turbine Performance Analysis 

An effectiveness analysis of the wind turbine can be measured using two fundamental factors, these are the generated 

output as well as capacity or performance factor [50, 58, 59]. With turbine activation speed vc , optimal speed vf, rated 

or halt speed of the wing 𝑣𝑟 , design power 𝑃𝑒𝑅  in kW, the average generated output Pe,ave of the turbine is given as 

Equation 15 [39]. 
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If the average wind speed 𝑣̅ is considered, then the average generated output can be calculated using Equation 16 [59]. 

𝑃𝑒,   𝑎𝑣𝑒 =

{
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                                                                                                               (16) 

In any study, vc, vf , and vr  are the activating speed, cutout speed, and optimal speed in m/s respectively. For the 

selected turbine models in any analysis, all parameters in equation 15 and 16 must be given as specification, c and k are 

the determined Weibull parameters of the distribution. Once the average power is computed using the most suitable 

Weibull parameters, the capacity factor can be calculated using Equation 17, whereas Cf is the capacity factor of the 

turbine [60]. To ensure cost-effectiveness, the capacity factor must exceed 0.25 [39].  

𝐶𝑓 = (
𝑃𝑒,   𝑎𝑣𝑒

𝑃𝑤𝑅
)                                                                                                                                                                  (17) 

The capacity factor represents the ability of a turbine to transform accessible wind energy into electrical power, with 

a higher factor indicating reliability and productivity. A comprehensive assessment of both factors ensures optimal 

performance and economic viability for sustainable energy production. 

5. Results 

The results of this research included the daily wind speed (WS) profiles for all the seasons of the year, seasonal wind 

classes and directions, WD parameters, WS distributions, WS variations, WP, and wED, and an analysis of seven 

different WTs, followed by the selection of the highest-performing WT to be installed at the site. 

5.1. Wind Speed Profile 

The mean WS throughout a 24-hour period at a specific location signifies the daily average speed within a season. 

The study involved calculating the mean WS from all the recorded WSs at 30-minute intervals across 24 hours each day 

to establish the average daily profile from the dataset. This computation spanned various time segments, such as from 

00:00–00:30, 01:30–02:00, and so on. Figure 3 depicts the daily WS profiles of the different climatic seasons observed 

at the study site. 

Throughout all the seasons, robust wind velocities persisted from 05:00–20:00. The WS was 4 m/s at 05:00, which 

then ascended to a peak of nearly 7 m/s around 15:00, and gradually declined to 3 m/s by 20:00. This observation 

indicated a sustained period of formidable winds lasting approximately 15 hours daily, totaling 1350 hrs/season and 

5400 hrs/year. Strong winds were prevalent across all the seasons. Likewise, the monthly WS profiles exhibited similar 

fluctuations as observed in the seasonal wind profiles. Robust winds persisted from 05:00 - 20:00 throughout all the 

seasons, with speeds ranging from 4–8 m/s. 

Based on the seasonal wind patterns and the duration of wind fluctuations, the site seemed to have strong WP starting 

at the beginning of 05:00 and gradually increasing to the peak point at 12:30 and then decreasing towards the minimum 

expected power at 20:00. The smallest expected power was harvested between 00:00 and 04:40, as well as between 

09:00–00:00. These results indicated that a large power output can be expected for more than 5400 hours at the study 

site, and the enhanced WP and energy stability at the study site make it suitable for the establishment of small to large 

wind farms. 

5.2. Seasonal Wind Classes and Direction 

A wind rose is a graphical aid used by meteorologists to provide a concise depiction of the typical distribution of WS 

and direction at a specific location. The seasonal wind directions are illustrated by the wind rose depicted in Figure 4. 

Typically, in an analysis of wind data, it is important to accurately predict wind direction, particularly when strategizing 

the installation and micro-siting of a WT or WF. The seasonal wind rose was generated using WRPLOT version 7.0.0. 

In the southern (S) direction, wind frequencies fluctuated at 23% in spring, 24% in summer, and 6.5% in autumn. 

Southwest (SW) winds showed frequencies of 13% in spring, 8% in summer, and 4% in autumn. Similarly, south-

southwest (SSW) winds had frequencies of 8% in spring, 7% in summer, and 2.7% in autumn. Notably, there were no 

winds from the S, SW, or SSW in the winter. Summer witnessed 18% of winds from the southeast (SE) and 8% in 

autumn. Frequencies of about 7% in autumn and 14.5% in winter were observed in the northern direction (N), while 

fewer northeast (NE) winds were experienced, with 3% in autumn and 12% in winter. Winter notably experienced a 

frequency of 6% in wind direction, in contrast to 0% in spring and summer. Wind flow from the east (E) was scarce, 

comprising only 2% in the autumn and less than 3% in the winter. 

The results showed that the expected wED in spring, summer, and autumn was dominated by winds blowing from 

the southerly direction of the Zanzibar coastal zone, while in winter, the wED was concentrated in the northerly direction 
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of the study area. In this case, the design of WTs should consider the dominant wind directions in each season. For 

example, in spring, summer, and autumn, when the wED is dominated by winds from the south, WTs should be oriented 

to face south to maximize the capture of energy. Yaw control systems in the designed WTs can enable them to rotate 

and align with changing wind directions to optimize the capture of energy. Knowledge of the dominant wind directions 

in each season can help optimize the yaw control strategy to ensure WTs are always facing the prevailing winds. 

 

Figure 3. Daily average wind speed for all seasons of the year 

 

Figure 4. Wind direction for all seasons of the year 
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5.3. Weibull Parameters 

The shape (k) parameter serves as a gauge of wind constancy and the distribution of WSs at a specific location, while 

the scale (c) parameter indicates the wind strength at that site. When k < 1, it indicates a higher likelihood of low WSs 

being observed with very few occurrences of high WSs, reflecting sub-exponential characteristics. If k = 1, it implies a 

constant failure rate or a uniform WS distribution, and if k > 1, it signifies a super-exponential rate, meaning that higher 

WSs are more likely to occur compared to lower WSs. Table 1 clearly shows that the site experienced super-exponential 

characteristics.  

The WD constraints for the entire year in this study were computed using the SD method, resulting in k = 1.62 and c 

= 11.22 m/s. The monthly WD parameters are provided in Table 1. The findings indicated that March and April had the 

highest k (2.6 and 2.2, respectively), while April had the largest c (18.04 m/s), followed by May (17.67 m/s). 

The seasonal k and c values were assessed for each season (Table 1). The highest k was 1.59 in spring, while the 

lowest was 1.54 in winter. Additionally, the k values for summer and autumn were 1.57 and 1.55, respectively. In 

contrast, the c value was computed as 13.53, 12.66, 10.94, and 10.07 m/s for spring, summer, autumn, and winter, 

respectively, indicating an increase in wind strength over the year. Both the k and c values indicated a significant potential 

for high WP generation at the site, confirming the presence of strong and stable or super-exponential winds. 

There were slightly higher k and c factors, indicating a wider range of WSs in each month and climatic season at the 

study site. This suggested a more pronounced skewness in the WS distribution, implying periods of significantly higher 

WSs than average in different climatic seasons. Due to the indicated ranges of the k and c factors in this research, the 

selected WTs must be designed to capture energy efficiently across a range of WSs, including during periods of higher 

WSs. This is very important because the larger WD factors could result in increased energy generation during these 

periods. Also, the site requires WTs to operate efficiently across this broader range to maximize energy generation. Also, 

WTs designed for this region should incorporate adaptive rotor blade designs and control systems to optimize the capture 

of energy across varying wind conditions while ensuring that the structural components can withstand the associated 

stresses. 

Table 1. Monthly and seasonal Weibull parameters  

Seasons k c(m/s) Months 𝐤 𝐜 (m/s) 

Spring 1.59 13.53 

1 2.00 12.00 

2 1.55 10.94 

3 2.60 12.80 

Summer 1.57 12.66 

4 2.20 18.04 

5 1.50 17.67 

6 1.50 10.03 

Autumn 1.55 10.94 

7 2.14 9.00 

8 1.60 10.73 

9 2.00 9.00 

Winter 1.54 10.07 

10 1.02 12.00 

11 1.60 13.53 

12 2.00 11.8 

5.4. Wind Speed Frequency Distribution 

The speed frequency density function (PDF) serves as an illustration of the likelihood of specific WSs occurring at a 

particular location over time. The PDF showed that its peaks were predominantly skewed toward higher-average WSs. 

It is worth emphasizing that the highest point on the PDF curve corresponds to the WS that occurs most frequently. 

A detailed examination of the curve in Figure 5(a) revealed that the most common WS in 2022 was 8 mm/s (70% 

occurrence). Furthermore, the annual PDF underscored that in 2022, a broader spectrum of WSs was expected, with a 

noticeable inclination towards higher WSs. The increasing PD of the WS at the research site, represented by the curve 

in Figure 5(b), exhibited a comparable pattern. The cumulative distribution function is a valuable tool for approximating 

the duration during which WSs fall within a specific speed range. When considering that a WS of ≥ 2.5 m/s is required 

to activate a WT, it was evident that the site experienced frequencies of approximately 99.9% throughout 2022. 

Concerning the seasonal WS frequencies, the peak WS in all seasons ranged between 5–6.8 m/s, with frequencies 

ranging between 58–76%. This was attributed to its larger k and c values. The ranking in descending order was spring, 

summer, autumn, and winter, with progressively diminishing super-exponential rates. In terms of the seasonal 

cumulative distribution at a cut-in speed of 2.5 m/s, the site recorded a frequency of approximately 99.55% in spring, 
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99.72% in summer, 99.92% in autumn, and 99.96% in winter. As stated by Oyedepo et al. [39], if a WT with an activation 

speed of 2.2 m/s is employed to harness WP for electricity generation, the site would achieve cumulative frequencies 

surpassing 92%. Consequently, the site demonstrated a notable inclination towards wind fluctuations, as evidenced by 

both the annual and seasonal cumulative frequencies, which exceeded 92% at a minimum WS of 2.2 m/s. 

 

Figure 5. Annual wind speed distribution 

5.5. Wind Speed Variation 

The monthly average WS variations are shown by the blue bars in Figure 6. April and May stood out as the months 

with the highest average WS (15.97 m/s). October and November exhibited an equal average WS (12.14 m/s), while the 

lowest average WS (8.3 m/s) was observed in July and September. The results showed that all the months had high WSs, 

indicating overall that wind resources were available at the study site. Also, these average WSs meant that there was 

more kinetic energy available in the wind, which could be harnessed by WTs to generate electricity. This is the most 

essential factor for determining the potential energy production capacity of a WF or WT. 

The most probable WSs, which represented the WSs with the highest likelihood of occurrence in each month, are 

shown by the dark green bars in Figure 6. The finding emphasized that the most probable WS for a given month reached 

its maximum (13.71 m/s) in April, differing from other months, which had the most frequent speeds ranging between        

3–9 m/s. Excluding October, the month with the smallest count was February (3 m/s), followed by June and July (4.5 

m/s). October experienced a most probable WS of 0.206 m/s, which was associated with a sub-exponential rate defined 

by a k factor of 1.02 (Table 1). The results showed that more than 80% of all the months had the most frequent WSs of 

> 4.5 m/s. This indicated a greater likelihood of consistent energy generation, making the location more favorable for 

WP projects. 

Furthermore, the maximum WS ranged from 12–36 m/s (Figure 6; red bars). These results indicated the consistent 

presence of strong and enduring wind conditions at the research site on a monthly basis. Large maximum speeds of >15 

m/s are likely to occur a few times a month and can sometimes cause natural disasters. While WTs are designed to 

withstand a certain range of WSs, extreme gusts beyond the design limits can pose challenges and potential risks to the 

structural integrity and operational stability of the WTs. 

 

Figure 6. Disparity of the monthly wind speed 
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In the case of seasonal variations in WSs, the results of this investigation revealed that throughout the span of a year, 

the average WS was measured within the interval of 10.06–12.14 m/s. The summer season had the smallest average 

WS, while the largest average WS was observed during spring and autumn (Table 2). The most probable seasonal WS 

ranged between 5.53 m/s (summer) and 6.74 m/s (spring and autumn), with winter recording a maximum WS of 5.6 

m/s. The maximum seasonal WSs observed ranged between 18–23.28 m/s (Table 2). These results showed that the site 

also has sustainable seasonal wind fluctuations, which provides a scientific argument for high expected WP generation. 

Table 2. Seasonal wind speed variation 

Seasons 𝒗̅ (m/s) 𝒗𝒑 (m/s) 𝒗𝒎 (m/s) 

Spring 12.136 6.734 23.279 

Summer 9.835 5.531 18.763 

Autumn 12.136 6.734 23.279 

Winter 10.601 5.644 20.661 

5.6. Wind Power and Energy Variation 

The yearly WP at the site for 2022 was calculated to be 1543.035 W/m², which is equivalent to 13.52 GWh/m². This 

indicated that the location was characterized by relatively strong and consistent wind conditions, making it favorable for 

WP generation. Also, the calculated yearly WP and wED provided valuable insight into the average wind resource 

available at the site over the course of the year, which was high. Wind turbines (WTs) must be designed to efficiently 

capture and convert this WP into electricity, resulting in higher overall energy production from the WF. Table 3 shows 

the seasonal and monthly wEDs and wind power densities (wPDs) at the study site. 

The results showed that there was a sustainable monthly and seasonal wPD and wED at the site. In spring, the wPD 

was 2892.911 W/m2 with a wED of 6387.547 MWh/m². In summer, the wPD decreased to 1524.689 W/m2 with a wED 

of 3329.921 MWh/m². Autumn saw a return to a wPD of 2892.911 W/m2, matching a wED of 6318.117 MWh/m². 

Winter exhibited the highest wPD (10806.963 W/m2), resulting in a wED of 23343.041 MWh/m². The higher wPD and 

wED in winter compared to other seasons suggested that winter experienced stronger and more consistent winds, 

resulting in a greater potential for WP generation during this season. These variations in WP and wED across the seasons 

highlighted the seasonal fluctuations in WP potential at the site, with winter showing the highest potential for WP 

generation.  

Table 3. Monthly and seasonal Power and Energy densities  

Seasons P(W/m2) E(MWh/m²) Months P(W/m2) E(MWh/m².) 

Spring 2892.911 6387.547 

1 1889.736 1405.964 

2 1505.426 1011.646 

3 1375.645 1023.480 

Summer 1524.689 3329.921 

4 4361.021 3139.935 

5 7048.452 5244.049 

6 1275.444 918.320 

Autumn 2892.911 6318.117 

7 459.886 706.810 

8 1405.541 1024.812 

9 950.014 684.010 

Winter 10806.963 23343.041 

10 6511.441 4844.512 

11 2767.312 1992.465 

12 1889.736 1405.964 

In analyzing the wPD and wED across the various months, it became evident that certain months stood out with 

notably high values. May emerged as one of the leading months, boasting a substantial wPD of 7048.452 W/m2 with a 

wED of 5244.935 MWh/m2, followed closely by October, which recorded a wPD of 6511.441 W/m2 and a wED of 

4844.512 MWh/m2. On the contrary, July exhibited the smallest wPD (459.886 W/m2) with a wED of 706.810 MWh/m2, 

while September followed suit with a wED of 950.014 W/m2. Despite these variations, the data also revealed that the 

remaining months exhibited commendable wPDs (1200–4261.021 W/m2). Overall, the analysis indicated that over 94% 

of all the months at the study site experienced substantial WP, attributed to the presence of strong and stable wind 

fluctuations, while the months with a low wPD experienced excessive humidity or stagnant air masses, which disrupted 

wind flow. 
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Since all the WP and wEDs calculated were the result of the WSs recorded at a height of 10 m, the site was expected 

to have sufficient wind resources because WS generally increases with altitude due to reduced surface friction and 

increased exposure to atmospheric pressure gradients, thus proving that coastal regions and areas with maritime climates 

tend to have more consistent and higher WSs compared to inland areas. Therefore, WTs installed at higher altitudes can 

access stronger and more consistent winds, thereby enhancing the energy potential at the study site. 

According to the guidelines on power classification conditions provided by the NREL, a wPD of within 0.0–0.2 

kW/m² is low or unsuitable for significant energy generation. Conversely, a wED of 0.8–2.0 kW/m² is preferable for 

efficient power generation. Further details regarding other wED classes can be found in Table 4. In all the months and 

seasons of 2022, the wED at the selected site was 10524.69–10806.96 W/m² in a season, while the monthly wED was 

459.89–7048.45 W/m² at the 10-meter hub. The seasonal wED was 3329.92–23343.04 MWh/m² and the monthly wED 

was 706.81–5244.05 MWh/m². Based on these results, it was concluded that the study site had a good range of power 

sustainability or potentially superb conditions for WP. 

Table 4. NREL Wind power density classification [61] 

Category Power interval (kW/m2) Potential indicator 

1 0 to 0.2 Unsuitable 

2 0.2 to 0.3 Appropriate for Independent use 

3 0.3 to 0.4 Decent 

4 0.4 to 0.5 Decent 

5 0.5 to 0.6 Excellent 

6 0.6 to 0.8 Outstanding 

7 0.8 to 2.0 Superb 

5.7. Performance Analysis of the Turbine Models 

It is important to analyze the annual, seasonal as well as monthly performance of wind turbines (WTs) to evaluate 

their performance, monitor their efficiency, and forecast their energy production. By analyzing their actual power output 

compared to expected levels, operators can identify WTs that are underperforming and address potential issues to ensure 

the optimal operation of a wind farm (WF). Additionally, accurate power output data is essential for financial analysis, 

regulatory compliance, and energy forecasting, enabling energy providers to assess the economic viability of the project, 

meet regulatory requirements, and manage electricity supply and demand effectively. Overall, it is essential that the 

power output be calculated annually, seasonally, and monthly to optimize performance, ensure operational efficiency, 

and meet regulatory and financial objectives in the WP industry. 

At the study site, seven commercial WT models with rated powers of 50–1000 kW were selected for the performance 

simulation (Table 3). These models included the Polaris America LLC models P15-50, P19-100, P50-500, and P62-1000 

manufactured in Lakewood, New Jersey; the WES30 model from WP Solutions BV based in the Netherlands; the WWD-

1-60 model by Win Wind manufactured in Espoo, Finland; and the BONUS 1000–54 produced by Siemens AG in 

Erlangen, Germany. Table 5 provides a comprehensive description of the selected WT models along with their distinctive 

characteristics. 

Table 5. Specifications of selected wind turbines models [38] 

Parameters `P15-50 P19-100 WES30 P50-500 P62-1000 WWD-1-60 B-1000-54 

Nominal Power (kW) 50 10 250 500 1000 1000 1000 

Tower Height (m) 30 30 36 50 60 70 45 

Blade span (m) 15.2 19.1 30 50 62 60 54 

Starting Wind speed (m/s) 2.5 2.5 2.7 2.5 2.5 3.6 3 

Nominal Wind speed (m/s) 10 12 12.5 12 12 12.5 14 

Ceasing wind speed (m/s) 25 25 25 25 25 25 25 

5.7.1. Annual and Seasonal Analysis 

The annual average power (AP) of the selected WTs was calculated and analyzed. The WT model that generated the 

highest AP was the POLARIS P62-1000 (589.13 kW), followed by the WWD-1-60 and BONUS B-1000-54 (516.14 and 

482.41 kW, respectively). On the other hand, the WTs with the lowest AP were the POLARIS P19-100 and POLARIS 

P15-50 (5.31 and 28.90 kW, respectively). The AP of the WES30 and POLARIS P50-500 models was 130.19 and 288.08 

kW, respectively (Figure 7a). Regarding the annual CP, the POLARIS P62-1000 model achieved the highest CP (0.589; 

58.9%), followed closely by both the POLARIS P15 and P50-500 (0.5707; 57.07%). The CP of the POLARIS P19-100, 
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WES30, and WWD-1-60 models was 53.1, 52.07, and 51.6%, respectively, while the BONUS B-1000-54 model had the 

lowest CP (48.24%) (Figure 7b). 

 

Figure 7. Annual (a) Turbine power output and (b) Performance of the turbines 

In terms of the seasonal AP, the highest AP was obtained in the spring, summer, autumn, and winter using the 

POLARIS P62-1000, WWD-1-60, and BONUS B-1000-54 models, respectively. Specifically, all these WT models 

generated the highest AP during spring, producing approximately 634.6, 614, and 562.4 kW, respectively, followed by 

529.7, 492.9, and 465.9 kW, respectively, for summer. Overall, the AP derived from the selected WT models for all the 

seasons ranged between 28.8–634.6 kW (Figure 8a). The results also demonstrated that the POLARIS P62-1000 had the 

largest AP. 

The findings also indicated that the highest CP for all the WTs (56.24–67.1%) was in the spring, followed by the 

summer (46.6–58.3%). For autumn and winter, the CP ranged between 47–57.6% and 45.5–56.8%, respectively (Figure 

8b). Among all the four seasons, the POLARIS P62-1000 model boasted the highest CP. It is noteworthy that all the 

selected WT models exhibited a CP of > 25%, indicating their cost-effectiveness. Taking into consideration the annual 

quarter for the respective months of the season, the results showed that the POLARIS P15-50 had a large CP but a small 

AP. However, the POLARIS P62-1000 had a large CP that was close to that of the POLARIS P15-50 but had a very 

large power compared to the P15-50 in all seasons. For this reason, the POLARIS P62-1000 was the best and preferred 

choice for the study site. 

 

Figure 8. Seasonal (a) Turbine power output and (b) Performance of the turbines 

5.7.2. Monthly Wind Turbine Performance Analysis 

The monthly performance analysis of the selected WT models revealed varying power intervals from January-

December. The POLARIS P15-50 WT had a power range of 32.477–42.365 kW, while the power range of the POLARIS 

P19-100 was 4.78–7.689 kW. The WES30 and POLARIS P50-500 WTs fell within the medium power range, generating 

136.12–190.42 kW and 245.46–401.23 kW, respectively. The remaining WT models exhibited a higher AP than the 

others. The POLARIS P62-1000 had the largest AP (541.86–808.63 kW), followed by the WWD-1-60 and BONUS B-

1000-54 (466.39–792.71 kW and 437.42–714.28 kW, respectively). The highest AP for all the WTs was in March 

(7.689–808.632 kW), followed by January (6.879–724.716 kW). The other months exhibited power ranging from 4.78–
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724.819 kW (Table 6). Consequently, the WT model with the highest monthly power generation was the POLARIS P62-

1000, which was capable of producing power that was comparable to that generated by other WT models within the 

range of 541.86–808.63 kW. 

Table 6. Monthly average power (kW) output of the selected wind turbine models 

Months `P15-50 P19-100 WES30 P50-500 P62-1000 WWD-1-60 B-1000-54 

1 38.221 6.879 169.840 358.949 724.716 706.035 634.353 

2 33.616 6.032 148.656 315.903 639.739 617.350 554.778 

3 42.365 7.689 190.423 401.233 808.632 792.711 714.280 

4 35.495 6.691 162.195 319.003 622.116 596.106 601.972 

5 30.095 5.596 136.121 274.226 541.863 518.397 506.262 

6 32.477 5.780 142.724 306.866 624.786 602.521 532.569 

7 34.226 5.739 142.951 324.837 676.981 667.561 525.605 

8 34.003 6.078 149.976 320.104 649.508 628.058 559.633 

9 33.814 5.731 142.636 321.422 667.717 656.105 526.715 

10 26.131 4.780 117.055 245.463 494.339 466.392 437.422 

11 34.207 6.260 153.356 316.635 632.705 608.967 571.764 

12 38.112 6.841 169.014 358.430 724.819 706.620 631.180 

Table 7 presents the monthly CP values. The results indicated that the largest monthly CP was achieved using the 

POLARIS 15-50 WT (52.226–84.73%). However, it had the smallest AP. The CP of the POLARIS P62-1000 ranged 

from 49.43–80.8%, followed by the POLARIS P50-500 (49.09–80.25%). The WWD-1-60 WT exhibited a CP ranging 

between 46.64–79.27%. All the WTs demonstrated a CP of > 25%, indicating their cost-effectiveness. Among these 

models, the POLARIS P62-1000 stood out as the WT with the best performance for installation at the site. The month 

with the largest CP was March (71.43–84.73%), followed by January (63.44–76.6%). This means that all the selected 

WTs had CP values within those ranges in January and March, while in the other months CP values ranged between 

43.74–79.27%. In general, the CP for of all the months was > 25%. This means that all the WTs were cost-effective for 

all the months, and hence, the site had good wind regimes. 

It has been proven that all seven WTs were cost-effective, but the most highly efficient WTs were the P62-1000, 

WWD-1-60, B-1000-54, and P50-500 due to their height and rotor diameter. The height and rotor diameter of a WT 

significantly impact its performance in converting WP into electrical power. Taller WTs benefit from higher WSs, 

reduced turbulence, and access to more consistent wind resources at greater heights. However, taller towers entail 

increased construction costs. The heights of the first three high-performance WTs, namely the P62-1000, WWD-1-60, 

and B-1000-54, were 60, 70, 45, and 50 m, respectively, while the other WTs had heights ranging between 30–36 m. 

Also, rotors with larger diameters are able to capture more WP, thus improving power output and efficiency, especially 

at lower WSs, as depicted in this research for the first four high-performance WTs, which had blade diameters of between 

50–62 m. Despite a higher initial investment in taller towers and larger rotor diameters, enhanced energy production 

often justifies these costs, particularly in regions with lower WSs. Therefore, the P62-1000 was chosen as the high-

performance WT for the site. Nevertheless, since all the WTs were cost-effective on an annual, seasonal, and monthly 

basis, any of the WTs analyzed in this research can be selected based on the investment budget or cost benefit of the 

investment plan. 

Table 7. Monthly Performance of the wind turbine models 

Months `P15-50 P19-100 WES30 P50-500 P62-1000 WWD-1-60 B-1000-54 

1 0.7644 0.6879 0.6794 0.7179 0.7247 0.7060 0.6344 

2 0.6723 0.6032 0.5946 0.6318 0.6397 0.6174 0.5548 

3 0.8473 0.7689 0.7617 0.8025 0.8086 0.7927 0.7143 

4 0.7099 0.6691 0.6488 0.6380 0.6221 0.5961 0.6020 

5 0.6019 0.5596 0.5445 0.5485 0.5419 0.5184 0.5063 

6 0.6495 0.5780 0.5709 0.6137 0.6248 0.6025 0.5326 

7 0.6845 0.5739 0.5718 0.6497 0.6770 0.6676 0.5256 

8 0.6801 0.6078 0.5999 0.6402 0.6495 0.6281 0.5596 

9 0.6763 0.5731 0.5705 0.6428 0.6677 0.6561 0.5267 

10 0.5226 0.4780 0.4682 0.4909 0.4943 0.4664 0.4374 

11 0.6841 0.6260 0.6134 0.6333 0.6327 0.6090 0.5718 

12 0.7622 0.6841 0.6761 0.7169 0.7248 0.7066 0.6312 
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6. Discussion 

The scientific findings from the analysis of the wind data at the study site in Zanzibar revealed several important 

insights regarding wind characteristics and their implications for WP generation. Firstly, the site experienced a consistent 

daily average WS from 05:00–20:00 across all seasons, peaking at approximately 7 m/s at 15:00 and gradually 

decreasing to 4 m/s by 23:00. This consistent and sustainable wind profile indicates a favorable environment for WP 

generation throughout the day, providing a reliable source of renewable energy. Furthermore, the monthly, seasonal, 

and annual k and c factors indicated strong and sustainable wind conditions, which are conducive to energy generation. 

With a k factor of > 1.54 and a c factor of > 9 m/s, the wind characteristics at the site fell within the super-exponential 

margin, highlighting the potential for robust WP generation. The results of the analysis also revealed that the most 

frequent WSs of > 4.5 m/s were experienced over 80% of all the months, further emphasizing the substantial WP 

potential at the study site. 

Also, the monthly wPD ranged between 459.886–7048.452 W/m2, and the seasonal WP ranged between 1500–11000 

W/m2, while the annual wED was > 13.52 GWh/m2, demonstrating the variability in WP potential across different 

months. Based on the NREL classification of WP, the wED of the site ranged between Class 3 (Decent class) to Class 

7 (Superb class). Moreover, the performance evaluation of the seven WT models demonstrated that all the analyzed 

WTs exceeded their rated power output, indicating their suitability for installation in the region. Although the POLARIS 

P62-1000 emerged as the most effective WT model, the selection of the WT model can be based on project budget 

considerations, as each model offers distinct parameters such as tower height and rotor diameter. Overall, these findings 

underscored the feasibility and effectiveness of harnessing WP in Zanzibar, with implications for sustainable energy 

production and potential WT selection for WP projects. 

In comparison to some previous study sites, the study site for this research appeared to have sufficient and sustainable 

wind resources at a height of 10 m. For example, a study conducted in the Kingdom of Bahrain [31] analyzed data on 

hourly measurements of WS collected between 2003–2005 at a height of 10 m. The findings revealed significant 

variations in wED throughout the year, with the maximum wED recorded in February at 10 m being 164.33 W/m2, while 

the minimum wED was observed in October (65.33 W/m2). The average annual wPD calculated at a height of 10 m was 

114.54 W/m2. These findings provided valuable insights into the WP potential and variability in wPD at a height of 10 

m in Bahrain, which are essential for the optimal planning and deployment of WP projects in the region. Due to the 

results of the study in Bahrain, Zanzibar shows a more competitive advantage because, at the same height of 10 m, 

Zanzibar seems to have higher WS variations and WP densities. 

Also, compared to the evaluation of the technical WP potential of the Kiisi region [24], Zanzibar still has the 

advantage of feasible wind resources. For example, the findings on the Kiisi region revealed a WS frequency distribution 

of 2.9 m/s with an SD of 1.5 at 10 m, while regional variations in WSs are assessed through the calculation of averages 

at different hub heights. Moreover, the study determined that the mean wPD is 29 W/m2 for the region, with the Rayleigh 

model having a slightly smaller wED as compared to that at the site of this study. The observations show a gradual 

decline in WSs over the years, making the site marginally suitable for WP generation but still viable for non-grid 

connected applications.  

In the coastal region of Dar es Salaam [38], the average monthly WS fluctuates between 4.56–6.09 m/s. However, 

the monthly WP densities exhibit a wider range (36–139 W/m2) at 10 m, which is too small compared to the results of 

the wPD of the study site for this research. The lower WS and WP observed in some months can be attributed to local 

influences, particularly human activities such as urbanization, land use changes, and the construction of buildings and 

infrastructure. These factors alter local wind patterns, introducing obstacles and surface roughness that disrupt wind 

flow and diminish the WP potential. Despite these challenges, the study identified the P50–500 WT as being the most 

suitable for the site. This preference is justified by its highest CP and substantial power output compared to the other 

evaluated WTs. 

This research utilized half-hourly wind data collected throughout 2022 at a consistent height of 10 m along the coastal 

region of Zanzibar. This extensive dataset provides a detailed understanding of wind characteristics and patterns over 

an extended period of time, enhancing the robustness and reliability of the findings. The assessment of WP potential 

was restricted to a height of 10 m, thus overlooking the potential impact of extrapolating power and energy potential at 

different heights. Future studies at the study site of this research should consider extrapolating data from multiple heights 

to provide a more comprehensive understanding of the availability of wind resources and optimize the siting of WTs for 

enhanced energy generation efficiency. 
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7. Conclusion 

In this research, a comprehensive analysis was conducted of the monthly and seasonal WP potential and 

performance of selected WT models. The results will enable researchers, energy investment organizations, and 

policymakers to understand the WP resources at the study site. Also, it is a starting point for future studies by filling 

in the limitations of this research. The study used data collected twice hourly for a full year (2022) along the coast of 

Zanzibar at a height of 10 m above ground. Future wind analysis studies at the site are expected to extend the dataset 

up to five recent years and consider an extrapolation of WS and power at different heights to gain a broader knowledge 

of wind patterns at the site. 

The results showed that the site has sustainable WSs and significant energy potential, meeting the criteria for 

classification as a Class 7, according to NREL standards. The annual wED was >13.52 GWh/m2, the monthly AP was 

1300–7100 kW/m2 for more than nine months, with the AP for the remaining two months ranging from 460–950 kW/m2. 

The assessment of the monthly and seasonal AP and CP indicated good wind patterns at the study site, with all the WT 

models exhibiting a CP of > 25%. The POLARIS P62-1000 WT stands out as a highly recommended model due to its 

consistent demonstration of the largest AP and CP across annual and seasonal considerations. However, all the selected 

WTs are deemed to be cost-effective, providing viable options for harnessing WP at the site, according to the investment 

budget and targeted output. 

This article contributes new knowledge in the domain of WP by conducting a comprehensive analysis of monthly 

and seasonal WP potential and WT performance. It established the fact that the study site possesses sustainable WSs 

and significant energy potential, meeting NREL classification standards. The research demonstrated the cost-

effectiveness of various WT models, all of which exhibited a CP of > 25%, providing viable options for WP harnessing.  

8. Nomenclatures 

Cf Capacity factor of the turbine E Wind energy density in kWh/m2 

P Wind power density in W/m2 𝑣̅ Mean wind speed in m/s 

𝑣𝑚 Maximum wind speed in m/s 𝑣𝑝 Likely wind speed in m/s 

𝑣𝑐 Starting speed of the wind turbine 𝑣𝑓 Ceasing speed of the wind turbine 

𝑣𝑟 Nominal speed of the wind turbine 𝑃𝑒 Average power of the wind turbine 

𝑃𝑅 Nominal power of the wind turbine 𝜌 Atmospheric density (1.225 kg/m3) 

AP Average Power CP Capacity Factor 

wED Wind Energy Density WD Weibull Distribution 

WP Wind Power PD Power Density 

WT Wind Turbine   
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