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Abstract 

Connected vehicles are more vulnerable to attacks than wired networks since they involve rapid mobility, continuous data 

flow across connected nodes, and dynamic network design in a distributed network environment. Distributed Denial of 

Service (DDOS) is one of the most common and dangerous security attacks on connected vehicle networks. Attackers can 

remotely control malicious nodes that are programmed to attack other nodes known. The compromised nodes are known 

as botnets, which will constantly flood the target nodes with User Datagram Protocol (UDP) packets, disrupting the target 

nodes data flow and operation. Hence, the goal of this research is to create and simulate a vehicular bot-based Distributed 

Denial of Service (DDoS) assault in connected vehicle networks. A simulation-based methodology is implemented to 

observe the impact of the number of bots, DDoS rate, and maximum bulk packet size on network performance. Using the 

NS-3 network simulator, 73 random mobile vehicle nodes with up to 100 vehicle bots were simulated, and the results are 

discussed. Regardless of the computational constraints, the findings from this study adds to understanding the risks and 

problems associated with data transmission by analyzing the impact of vehicular bot-based DDoS attacks on connected 

vehicle performance. 

Keywords: Vehicular Bot Nodes; VANET; Distributed Denial of Services; NS3. 

1. Introduction 

Connected vehicle networks have developed as a breakthrough transportation technology, offering several gains in 

safety, efficiency, and convenience. These networks provide seamless communication and data sharing between vehicles, 

infrastructure, and other organizations, resulting in better traffic management, improved navigation systems, and real-

time vehicle diagnostics [1, 2]. However, as connection and automation become more integrated in automobiles, new 

security issues emerge that must be addressed [3, 4].  

Among the security risks that could significantly impair the operation and functions of connected vehicles are the 

Distributed Denial of Services (DDoS) attacks [5]. The attack is distributed, more powerful and severe compared to 

traditional Denial of Service (DoS) attacks and can occur at any layer of the network communication model [6]. Attackers 

send malicious messages from different locations and time slots towards the targeted node, causing the victim node to not 

be able to provide or receive services from genuine nodes [6, 7]. In a connected vehicle network, a DDoS attack may 
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cause the connected vehicle difficulties in transmitting or exchanging vehicle or traffic data with other connected vehicles, 

which could put the drivers and road users in danger when they are mobile on the road [8, 9]. In addition, the nodes will 

not be able to access centralized network services and important vehicle-to-vehicle (V2V) communication and vehicle-

to-infrastructure (V2I) communication services [10]. 

Moreover, the attacker can access and alter network traffic signals and potentially harm the entire network via a 

wireless network [10–14]. An experimental study concluded that vehicle nodes will experience a drop in average 

throughput during a DDoS attack interval on the software-defined Internet of Vehicles. The authors used the Mininet-

WiFi emulator and found that attack intensity mostly happens at the controller level [15]. In another study, authors utilized 

a simulation-based methodology using SUMO (Simulation of Urban Mobility), OMNET++, and Veins (vehicles in 

Network Simulation) to investigate DDoS attacks on vehicle nodes. A non-parametric statistical anomaly detection 

technique was proposed to detect and respond to attacks when they occur [15, 16]. Besides, an attack topology and 

network congestion involving several nodes were created in an open-source network simulator known as NS2 using a 

greedy technique to identify and mitigate DDoS attacks [17]. Since DDoS attacks can also occur in communications 

between vehicle nodes and the roadside unit (RSU), the authors proposed a new method called Multivariant Stream 

Analysis (MVSA) to identify the DDoS attack. The algorithm was applied and evaluated using NS2 as well [17, 18]. 

Multiple nodes maybe compromised and controlled remotely to launch attacks and overwhelm the targeted node [19]. 

A vehicular bot-based DDoS attack is a variation of DDoS attacks on vehicles. Vehicular bots that are compromised, 

hacked, or rogue nodes penetrate the network and perform DDoS attacks on the connected vehicles networks 

infrastructure. The bots overload the network resources and hinder connection with other legitimate nodes, thus disrupting 

the function and operation of connected vehicle applications [20]. The bots can also inject, alter, remove, or send fake 

messages to other nodes in the network, which may be hazardous to road users [21]. Therefore, understanding the behavior 

and consequences of vehicular bot-based DDoS attacks in connected vehicle networks is critical for building effective 

security procedures and responses. Moreover, real-world tests on operational connected vehicle networks are challenging, 

costly, and possibly disruptive. A study on DDoS attacks in vehicular communication environments is crucial, as no real-

world dataset containing DDoS attacks on VANETs is publicly available [7]. As a result, simulation-based techniques 

provide a cost-effective and scalable means of studying the features and consequences of such attacks [19, 22–24]. 

Hence, the purpose of this study is to simulate and analyze vehicular bot-based DDoS attacks in connected vehicle 

networks. This research has analyzed the simulation results in terms of packet delivery, packet loss ratio, throughput, 

jitter, and end-to-end delay. The behavior and impact of these attacks were examined in controlled and configurable 

situations by employing simulation tools and models particularly developed for connected vehicle environments. The 

findings of this study can be used to inform the design and implementation of effective security solutions to reduce the 

danger of vehicular bot-based DDoS attacks. 

The remainder of this paper is structured as follows: The simulation technique utilized in this work, including the 

tools, models, and measurements, is described in Section 2. Section 3 offers the simulation results and analyses, and 

Section 4 discusses the findings. Finally, Section 5 summarizes the important contributions of this research and discusses 

potential future directions. It is hoped that this study will help to improve knowledge of vehicular bot-based DDoS 

attacks in connected vehicle networks, as well as give insights into the creation of strong security methods to maintain 

the safe and dependable functioning of these networks in the face of new threats. 

2. Simulation 

The simulation-based technique creates a controlled and scalable connected vehicle environment for the purpose of 

this study. It is a prior step before proceeding to any real-world environment that reduces cost, avoids disruptions to 

operationally connected vehicles, and eliminates the risk of fatal outcomes when the network is attacked. The vehicular 

bot-based DDoS attacks are demonstrated and analyzed in this study based on the activities illustrated in Figure 1 [6, 

23]. 

 

Figure 1. Simulation process 
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Initially, UBUNTU 18.0.0+, Eclipse SUMO, and NS-3, as well as the project dependencies, were installed before 

generating the connected vehicle environment and running the simulations. A minimum of 20 GB of storage is required 

for the installation and configuration of these tools. The NS-3 discrete-event network simulator [25] demonstrated how 

this attack affects communication among vehicular nodes. Simulation runs were performed systematically by changing 

the seeds for a random number of bots involved in different network loads and densities to evaluate the network 

performance when the network is experiencing DDoS attacks. This approach allowed us to observe the effects of the 

attacks under different conditions and obtain statistically significant results. The simulation environment was designed 

with the parameters in Table 1. For this study, 73 vehicle nodes were set to travel at a constant speed of 45 m/s and 

deployed using the 802.11p standard. Vehicle bots were randomly inserted during the simulation, where the value is set 

between 0 to 50. These bots will randomly generate packets of 5 MB to 25 MB to be sent to the target node. Furthermore, 

the Adhoc On-Demand Distance Vector (AODV) [26, 27] routing protocol was employed to facilitate traffic routing. 

Table 1. Simulation parameters 

Parameter Value 

Network simulator NS-3.36.1 

Routing protocol AODV 

Wireless communication IEEE 802.11p 

Selected network traffic area Ayer Keroh, Melaka 

Maximum simulation time 20s 

Number of legitimate vehicles nodes 73 

Number of bot nodes 0 – 300 

 Data rate of point-to-point channel  50Mbps 

Delay in point-to-point channel 1ms 

DDoS rate 20,480 – 102,400 kbps 

In NS-3, a channel connects a node, and in this simulation, the channel selected is a point-to-point channel. Two 

PointToPointerHelper objects, designated pp1 and pp2, were created and set to 50 Mbps with a predefined delay of 1 ms. 

The vehicle nodes and vehicular bot nodes were generated and stored in separate containers, i.e., NetDeviceContainer[] 

and botDeviceContainer[], respectively. Moreover, the base address 10.0.0.0 was set with a subnet mask of 

255.255.255.252 for vehicular bot nodes, while 10.1.1.0 and 10.1.2.0 with a subnet mask of 255.255.255.0 were dedicated 

to vehicular nodes. Compared to the vehicular nodes, new IP addresses were assigned to vehicular bots on a rotation basis. 

Moreover, the client node was configured to send large amounts of data using the TCP protocol. 

2.1. DDoS Attack Setup 

The client node is specified by the InetSocketAddress(). This information is required to deliver UDP packets. 

However, the OnOffHelper must be generated prior to the data transmission. At the same time, the client node is 

configured to send large amounts of data using the TCP protocol. In addition, two different types of packet sink 

applications were deployed for the server node. The first sink is a UDP sink and is set up to accept any UDP packets 

sent over a port specified in UDP_SINK_PORT. The second sink is set up to both receive and listen on the 

TCP_SINK_PORT port in the meantime. The MAX_SIMULATION_TIME seconds is the time limit after which both 

sinks are configured to stop. All incoming packets will be received and discarded by these sinks. Moreover, all vehicular 

bots are set to release packets constantly for 30 seconds. 

The vehicular bot node positions were set in a grid layout. The grid is initially structured in rows, with a spacing of 5 

units on the x-axis and 10 units on the y-axis. The gri’'s width is set to 5. Then, the mobility model for each node was set. 

A call back function, i.e., CourseChange(), is set up to log the course change events of mobility models in the simulation. 

The function was invoked whenever a course change occurred, and the log output was transmitted to the designated output 

stream. 

In this study, the maximum number of packets per trace file is set to the maximum value of an unsigned 64-bit integer 

to be visualized in NetAnim. The x-coordinate is incremented by 1 for each iteration of the loop, while the y-coordinate 

is fixed at 30 to determine the placement of the bot nodes. The bot nodes will therefore be scattered horizontally as a 

result. The network traffic flow between client and server nodes was monitored using a flow monitor. The recorded data 

includes source and destination IP addresses, protocol, source and destination ports, number of bytes, packets sent, packet 

received, jitter, and end-to-end delay. The information allows estimation of bandwidth utilization and packet loss in the 

connected vehicle environment compromised by DDoS attacks from vehicular bot nodes. 
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Moreover, three assault scenarios were created to replicate various forms of vehicular bot-based DDoS attacks. 

Different scenarios of simulation were identified with manipulation of the number of vehicular bots involved, DDoS rate, 

and maximum bulk bytes. In Scenario 1, the number of bots was set as 10, 20, 30, 40, and 50. The simulation was run for 

20s with a 1 ms channel delay, a 50 Mbps channel data rate, a 15 MB max bulk packet, and a DDoS rate of 40,960 kbps. 

In Scenario 2, the DDoS rate was set to 20480 kbps, 40960 kbps, 61440 kbps, 81920 kbps, and 102400 kbps. The 

simulation was also run for 20s with a 1 ms channel delay, 50 Mbps channel data rate, and a 15 MB max bulk packet. In 

this scenario, the impact of 20 vehicular bots in the connected vehicle network was investigated. Lastly, in Scenario 3, 

the simulation was run with 20 vehicular bots and a DDoS rate of 20480 kbps. The max bulk packets of 5 MB, 10 MB, 

15 MB, 20 MB, and 25 MB were assessed for 20 s. The channel delay and channel data rate remain as in previous 

scenarios, i.e., 1 ms and 50 Mbs respectively. It is assumed that in critical vehicle safety applications, the Basic Safety 

Messages (BSM) packets are kept around 300–400 bytes for reliable and efficient data transmissions. Map and traffic 

data, vehicle telematics data, software updates or patches, etc. would require higher packet size. Hence, the packet size 

requirements will depend on the type of application. 

2.2. Performance Metrics 

The impact of vehicular bot-based DDoS attacks was measured based on the packet delivery ratio, packet loss ratio, 

throughput, jitter, and end-to-end delay by varying the number of bots, DDoS rate, and max bulk rate. By using NS-3, the 

mentioned variables can be used to analyze the efficiency and performance of the network [1, 28]. 

The packet delivery ratio indicates the proportion of successfully delivered packets out of all packets created. It gives 

information on the network’s capacity to manage legitimate communication amid malicious traffic [29]. The ratio of 

packets that are successfully communicated to those that are unsuccessfully communicated is known as the packet loss 

ratio. It displays the percentage of communication packets that were lost [19, 30, 31]. 

When a delay varies over time from end to end, it is referred to as jitter. Normal communication has very little jitter 

fluctuation. This variation is primarily caused by issues with traffic, congestion, etc. However, there are significant 

changes while under attack as a result of the violent vehicle's unusual actions [11]. 

End-to-end delay refers to the average amount of time it takes a packet to travel from the source of its origin to its 

destination. End-to-end delay aids in determining the impact of vehicular bot-based DDoS attacks on communication 

latency, which is critical for time-critical applications in connected vehicle networks. The performance of the network 

improves with decreasing delay [29]. 

Network throughput is a statistic that measures the quantity of authentic data successfully transmitted through a 

network in a particular time frame. It aids in determining the connected vehicle network's ability to manage regular 

traffic flow under assault scenarios. It is the statistic used to assess how well the network is performing [17, 18]. 

3. Results 

In this study, NetAnim was employed to visualize the interaction between vehicle nodes and vehicular bot nodes 

when the simulation is run. Figure 2 shows the interaction between the client and server nodes in a connected vehicle 

network. The nodes are shown in a grid layout as specified in Section 2.2.  

 

Figure 2. Vehicle nodes without DDoS attack 
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Assume that Vn represents vehicle nodes, where n= {1, 2, …, 73}. Based on Figure 2, the client node, which is V0, 

sends packets to V2, which is the server node, through the TCP communication protocol. At the same time, vehicular 

botnets launched an attack on V2 by sending packets through the UDP communication protocol (grey shaded line in 

Figure 2). This has caused V2 to be congested, and thus, packet flow from V2 to V71 took more time than usual packet 

transmissions in the network, as shown in Figure 3. 

 

Figure 3. Vehicle node assaulted by vehicular bot nodes 

3.1. Packet Delivery Ratio 

The ratio of successfully delivered packets to the total number of packets sent is known as the packet delivery ratio. 

The packet delivery ratio may drop as the number of bots increases, as shown in Figure 4. The packet delivery ratio is 

high (99.9929%) in the absence of vehicular bots at the beginning of the simulation. When there are more than 20 bots, 

the decline becomes more noticeable. Increased network congestion and load can cause packet losses or drops, resulting 

in a decreased delivery ratio. 

 

Figure 4. Packet delivery ratio vs. number of bots 

Moreover, the packet delivery ratio may drop if the connected vehicle network gets overloaded and is unable to 

manage the inflow of attack packets transmitted by the vehicular bot nodes, simulating a greater DDoS attack rate. Since 

the simulation scale in this study is relatively small, it has been noted that despite varying DDoS rates, the packet delivery 

ratio constantly remains high (shown in Figure 5). The numbers, which range from 99.627% to 99.7541%, show that 

there is very minimal variance in the packet delivery. This appears to indicate the network's packet delivery performance 

is not significantly impacted by the DDoS rate. The high and steady values show that the connected vehicle network 

successfully maintains a high packet delivery rate, guaranteeing dependable packet transfer even under varied DDoS 

rates. 
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Figure 5. Packet delivery ratio vs. DDoS rate 

Moreover, as the maximum bulk packet bytes increase from 5 MB to 10 MB, there is a slight improvement in the 

packet delivery ratio, indicating a higher percentage of successfully delivered packets, as shown in Figure 6. If the 

network resources are insufficient to handle huge packets, the maximum bulk bytes may have an impact on the packet 

delivery ratio, resulting in a lower delivery ratio. However, beyond 10 MB, the packet delivery ratio remains relatively 

stable at around 99.8% for maximum bulk packet bytes of 15 MB, 20 MB, and 25 MB. 

 

Figure 6. Packet delivery ratio vs. max bulk packet bytes 

The consistent packet delivery ratio across higher maximum bulk packet byte values suggests that increasing the 

packet size does not significantly impact the successful delivery of packets. This indicates that the connected vehicle 

network is capable of handling larger packet sizes without significantly affecting packet delivery performance. 

Nevertheless 

3.2. Packet Loss Ratio 

The ratio of lost packets to the total number of packets sent is known as the packet loss ratio. Based on Figure 7, 

the packet loss ratio rises as the quantity of vehicular bot nodes rises. When there are no bots, the packet loss ratio is 

minimal at 0.0071%. However, when there are more bots, the packet loss ratio slowly increases. With a greater 

number of bots delivering DDoS attack traffic, the network may face significant packet loss owing to congestion, 

buffer overflow, or malicious packets being intentionally dropped. In our simulation, the increase becomes more 

noticeable when there are more than 30 vehicular bot nodes. Overall, the existence of bots in connected vehicle 

network environments may result in a larger packet loss ratio, which means a higher number of lost or undelivered 

packets during communication. 
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Figure 7. Packet loss ratio vs. number of bots 

DDoS attacks launched by the vehicular bot nodes may cause extra data traffic that is not able to be managed by the 

connected vehicle network. Hence, the number of missed or lost packets will increase. In our simulation, the packet loss 

ratio stays rather low and stable at various DDoS rates, ranging from 0.2459% to 0.373%, as shown in Figure 8. This 

indicates that the network maintains a high level of packet delivery with a very low rate of packet loss. The network's 

resistance to DDoS attacks and capacity to lessen the impact on packet loss are both indicated by the low and steady 

packet loss ratio. It demonstrates how the network's congestion control and routing methods are adept at maintaining 

packet integrity even when DDoS rates change. 

 

Figure 8. Packet loss ratio vs. DDoS rate 

Figure 9 shows a decrease in the packet loss ratio, indicating a reduced number of lost packets when the 

maximum bulk packet bytes increase from 5 MB to 10 MB, as illustrated. For maximum bulk packet bytes of 15 

Mb, 20 Mb, and 25 Mb, the packet loss percentage stays generally stable at roughly 0.16% after 10 Mb. In our 

simulations, increasing the packet size does not appear to have a major effect on packet loss, according to the 

consistent packet loss ratio throughout these larger maximum bulk packet byte values. This shows that higher 

packet sizes may be handled by the network infrastructure and protocols without noticeably raising the risk of 

packet loss. 

Nevertheless, networks with limited capacity may incur higher packet loss ratios while transferring large packets 

due to congestion, buffer overflow, or the necessity for packet fragmentation. 
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Figure 9. Packet loss ratio vs. max bulk packet bytes 

3.3. Throughput 

The volume of data delivered over a network in a specific amount of time is known as throughput. According to 

Figure 10, throughput tends to decline as the number of bots rises. The initial throughput is highest at 11.2916 kbps 

when there are no bots. However, the throughput drastically decreases as the number of bots rises. When there are more 

than 10 bots, the throughput decreases more noticeably. In general, as the number of vehicular bot nodes grows, the 

network's overall throughput may suffer owing to a lack of available capacity and an increase in collisions or packet 

failures. 

 

Figure 10. Throughput vs. number of bots 

DDoS attack rates that are higher might overwhelm network bandwidth, lowering the available capacity for genuine 

traffic. As the network strains to accommodate the increasing attack volume, throughput may suffer. Based on Figure 

11, it is seen that the throughput values remain largely consistent across varying DDoS rates. With a tiny variance of 

0.0064 kbps, the throughput figures vary from 3.7328 kbps to 3.7392 kbps. This suggests that the DDoS rate has little 

effect on the throughput of the entire network. The throughput measures the volume of data transferred across the 

network in a given amount of time, and the steady numbers imply that the network keeps its data transmission rate 

constant despite fluctuations in DDoS rates. 
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Figure 11. Throughput vs. DDoS rate 

Larger maximum bulk bytes can have an effect on overall performance since they demand more bandwidth and 

resources to transmit. Throughput may be reduced if the network capacity is low. This is illustrated in Figure 12, where 

throughput also increases as the maximum bulk packet bytes rise from 5 MB to 10 MB and then to 15 MB. This suggests 

that larger packet sizes increase data transmission rates, which enhance network throughput. 

 

Figure 12. Throughput vs. max bulk packet bytes 

It is important to keep in mind that after 15 MB, the throughput stays constant at 10.4572 kbps for any further 

increases in the maximum bulk packet bytes. The observed pattern indicates that there may be a network saturation 

point or limit that prohibits throughput from increasing past a particular packet size. Beyond 15 MB, increasing the 

maximum bulk packet bytes has little effect on the network’s ability to transmit data quickly. This saturation limit 

has been reached. 

3.4. Jitter 

The variance in packet delivery latency inside a network is referred to as jitter. Higher vehicular bot node density 

can cause more unpredictability in packet transmission timings, resulting in higher jitter. The bot's uneven packet arrival 

might cause different inter-packet delays. Figure 13 illustrates that there is a slight rise in jitter when the number of bots 

rises from 0 to 10. However, when the number of bots is increased from 10 to 20, there is a noticeable increase in jitter. 

When there are more than 20 bots, the jitter varies in a similar range. This implies that the existence of bots causes jitter 

to increase noticeably, especially when the quantity exceeds a specific threshold. 
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Figure 13. Jitter vs. number of bots 

According to Figure 14, the jitter values are very consistent when the DDoS rate rises from 20,480 kbps to 102,400 

kbps. There is only a 138 ms difference in the jitter values, which range from 17,334 to 17,472 ms. This suggests that 

the network jitter is not considerably impacted by the DDoS rate.  

 

Figure 14. Jitter vs. DDoS rate 

A stable jitter number indicates consistent packet timing, despite the higher DDoS rate. Jitter is the variation in 

packet arrival times. The network maintains a dependable and constant packet delivery mechanism even under high 

DDoS assault rates, as seen by the negligible variance in jitter. However, increased DDoS attack rates can normally 

cause greater abnormalities and affect packet transmission timings, leading to increased jitter. 

Moreover, if the network has a mix of packet sizes, the presence of bigger bulk bytes might cause fluctuations in 

transmission delays and lead to higher jitter. Our simulation results in Figure 15 show that the jitter also increases as the 

maximum bulk packet bytes rise from 5 MB to 10 MB and then to 15 MB. This shows that greater packet size variations 

within the network are caused by larger packet sizes. However, it is noteworthy that for all consecutive increases in the 

maximum bulk packet bytes after 15 MB, the jitter remains constant at 24241 ms. The observed pattern points to the 

possibility of a network threshold or bottleneck that causes a constant degree of jitter above a particular packet size. 

Beyond 15 MB, subsequent increases in the maximum size of a bulk packet have little effect on the jitter that the packets 

encounter. 
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Figure 15. Jitter vs. max bulk packet bytes 

3.5. End-to-end Delay 

End-to-end delay, also referred to as response time, is the measure of the time it takes for a packet to be transmitted 

from the sender to the receiver, including all intermediate stations along the way. Factors such as processing, queuing, 

and transmission can affect the packet’s transmission and the total latency of the packets. Figure 16 shows that when the 

number of vehicular bot nodes increases, the delay decreases due to network saturation. As more vehicular bot nodes 

are added to the network, they consume more bandwidth and eventually reach a point where the total bandwidth 

consumed by all bots is greater than the total available bandwidth of the network. This creates a bottleneck that causes 

packets to queue up on network devices waiting to be transmitted, leading to an increase in dropped packets. Therefore, 

the delay decreases as the number of bots increases. 

 

Figure 16. End-to-end delay vs. number of bots 

In addition, higher DDoS attack rates can result in greater traffic load and network congestion, which can result in 

longer end-to-end delays as packets fight for limited resources. According to Figure 17, the end-to-end delay stays 

largely constant as the DDoS rate rises. Across various DDoS rates, the end-to-end delay values range from 181,064 ms 

to 188,307 ms. This suggests that in this case, the end-to-end delay is not much impacted by the DDoS rate. The network 

may be able to handle the increased DDoS rate without significantly delaying packet delivery, according to the rather 

consistent end-to-end delay. 

Moreover, bigger maximum bulk bytes can result in longer packet transmission times, potentially increasing end-to-

end latency since bigger packets take longer to transmit. Figure 18 shows that the end-to-end delay increases when the 

maximum bulk packet bytes rise from 5 MB to 10 MB and then to 15 MB. This implies that higher packet sizes cause 

greater transmission delays within the network. It is important to note that after 15 MB, the end-to-end latency stays the 

same at 366392 ms for any further increases in the maximum bulk packet bytes. The observed pattern points to the 

possibility of a network restriction or bottleneck that results in a delay saturation point. By increasing the maximum bulk 

packet bytes past this saturation point of 15 MB, the end-to-end delay is not greatly impacted. 
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Figure 17. End-to-end delay vs. DDoS rate 

 

Figure 18. End-to-end delay vs. max bulk bytes 

4. Discussions of Findings 

In this study, the simulations demonstrate DDoS attacks performed by vehicular bots on legitimate nodes within the 

same network environment. Vehicular bots DDoS attack the simulation findings highlight the vital need for effective 

security methods to protect connected vehicle networks from DDoS attacks by vehicular bot nodes. The impact of these 

attacks on packet delivery, end-to-end delay, jitter, packet delivery ratio, packet loss ratio, and network throughput 

demonstrate the importance of proactive security measures. Afterwards, the intensity of the attack was further increased 

by increasing the number of bots from 0 to 100, 200, and 300. The results are shown in Table 2. 

Table 2. Results with higher number of bots 

Performance measures 0-bots 100-bots 200-bots 300-bots 

End-to-end delay (ms) 389635 100814 94067 88789 

Jitter (ms) 2937 23426 23054 22268 

Throughput (kbps) 11.2916 0.8536 0.4484 0.3232 

Packet delivery ratio (%) 99.993 97.711 95.894 94.063 

Packet loss ratio (%) 0.0071 2.2894 4.1061 5.9371 

The packet delivery ratio (PDR) statistic served as the metric to assess the network's capacity to handle legitimate 

communication in the midst of vehicular bot-based DDoS assaults. The results show a pronounced correlation between 

attack intensity and PDR decline. While mild attacks caused minimal PDR deviations, more severe assaults led to a 

significant drop in PDR, suggesting a substantial impairment in packet delivery. 
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The average time it took packets to travel from their origin to their destination was measured by the end-to-end delay 

metric. Our simulations demonstrated a strong link between higher attack intensity and increased end-to-end latency. As 

the attack intensity increased, the network became congested owing to the large volume of malicious data, resulting in 

longer packet delivery delays. Moreover, control signals in connected vehicles, such as those used for vehicle-to-

infrastructure communication or cooperative driving systems, rely on consistent and timely packet transmission. Increased 

packet loss ratios can interrupt control signal transmission, causing delays or failures in the execution of essential orders 

and jeopardizing the overall performance and safety of the connected vehicle network. Time-sensitive applications, such 

as real-time navigation and the sharing of safety-related information, will also be impacted. 

In addition, throughput quantifies the quantity of valid data transferred over the network in a particular time frame. In 

our findings, as the intensity of the attacks increased, there was a continual drop in network throughput. The existence of 

vehicular bot nodes that instigate DDoS attacks reduces network performance significantly, indicating a concentrated 

ability to manage regular traffic flow. The congestion induced by these attacks obstructs efficient data transfer and, 

consequently, overall network performance. Increased jitter, measured as fluctuations in packet arrival times, poses a risk 

to data integrity during network transmission. Inconsistent arrival intervals can compromise the meaning of data, 

potentially leading to misinterpretations or incomplete information. This could potentially influence data-driven 

applications such as driver assistance, vehicle diagnostics, and sensor data fusion. 

Overall, the findings underline the need for adaptive detection systems capable of detecting and neutralizing threats 

with minimal false positives. The accuracy and efficiency of attack detection in real-time scenarios can be enhanced 

through the incorporation of fine-tuning detection algorithms and leveraging machine learning approaches. Furthermore, 

the research highlights the importance of dynamic network management systems that can adapt to changing attack 

conditions. Traffic re-routing and load balancing systems play a crucial role in mitigating the impact of these attacks by 

ensuring continuous and reliable connectivity for connected vehicles. 

5. Conclusions 

This study employed simulation experiments to investigate DDoS attacks launched by bots disguised as legitimate 

vehicles within connected vehicle networks. The differences in network performance under varying conditions, 

specifically by increasing the number of vehicular bot nodes, DDoS attack rate, and maximum bulk bytes within the 

simulation environment, are investigated. 

Generally, the simulations demonstrated that vehicular bot nodes composed of coordinated DDoS attacks 

significantly impacted network performance. As the number of vehicular bots grows, the intensity and reach of the attack 

escalate. More bots imply more malicious traffic flooding the target node, consuming resources, and obstructing 

legitimate node traffic. As a result, the performance of connected vehicles will degrade as the number of bots increases. 

The Packet Delay Ratio experienced a steep decline, indicating an influence on packet delivery, especially under high 

attack intensity. With the network becoming congested due to the malicious data, the end-to-end delay increased, 

negatively impacting time-sensitive applications, and posing a threat to the overall functionality of connected vehicle 

networks. Furthermore, network throughput exhibited a decrease, revealing a reduced capacity for handling regular 

traffic flow. 

In addition, tuning the DDoS rate, which controls how often and heavily bots attack the target, enables the impact of 

the attack on connected vehicle data transmissions to be further analyzed. Higher DDoS rates indicate more frequent 

and aggressive attacks, which overload the victim’s resources and degrade network performance. This became 

increasingly evident as key metrics such as end-to-end delays, jitter, throughput, packet delivery, and loss ratios suffered 

noticeably under the escalating attack intensity. 

The size of the malicious packets, determined by the maximum bulk bytes setting, also played a significant role in 

network performance. Larger packet sizes demand more network resources, increasing congestion and the possibility of 

packet losses. This congestion led to a domino effect: delays stretched, jitter increased, data slowed to an edge, and more 

packets went missing. Maximum bulk bytes have a direct proportionate influence on performance measures, as bigger 

packets require more processing and transmission time. 

The simulation results gave useful insight into the patterns and impact of these attacks, demonstrating the risks and 

issues that connected vehicle networks encounter in ensuring secure and dependable communication. This study 

contributes to the advancement of knowledge in connected vehicle networks and DDoS attack mitigation strategies. 

Nevertheless, like any simulation study, this study might not fully capture the complexity of real connected vehicle 

networks. Also, the way these bots act and what they can do constantly changes. Thus, this study might not capture 

every possible attack scenario. Lastly, the accuracy of the findings depends heavily on the network simulator parameters 

and environment settings. The development of strong security systems, proactive tactics, and policies may be derived to 

ensure the safe and dependable functioning of connected vehicle networks in the face of growing threats by analyzing 

the behavior and effect of vehicular bot-based DDoS attacks. 



HighTech and Innovation Journal         Vol. 4, No. 4, December, 2023 

867 

 

As connected vehicle networks grow, it is critical to address the security issues they pose. Future research should 

explore different scenarios and perform evaluations by leveraging simulation tools and methodologies. This may provide 

better insights to assist researchers, practitioners, and policymakers in developing effective solutions to mitigate the 

risks associated with vehicular bot-based DDoS attacks and ensure the secure and efficient operation of connected 

vehicle networks for the benefit of all stakeholders. More research is needed to improve the security and resilience of 

connected vehicle networks. Researchers could concentrate on improving and optimizing attack detection algorithms, 

studying mitigation measures, and establishing comprehensive security frameworks that take into account the dynamic 

nature of vehicular bot-based DDoS attacks. 
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