
 

 

 

 

 

 

  

Available online at www.HighTechJournal.org  

HighTech and Innovation  
Journal 

Vol. 4, No. 2, June, 2023 

 

 

315 

 

ISSN: 2723-9535 

 

Exploring the Flexibility and Accuracy of Sentiment Scoring Models 

through a Hybrid KNN-RNN-CNN Algorithm and ChatGPT 

Taqwa Hariguna 1* , Athapol Ruangkanjanases 2*  

1 Department Information System, Faculty of Computer Science, Universitas Amikom Purwokerto, Purwokerto, Indonesia. 

2 Chulalongkorn Business School, Chulalongkorn University, Bangkok, Thailand. 

Received 24 February 2023; Revised 23 April 2023; Accepted 08 May 2023; Published 01 June 2023 

Abstract 

This study aimed to address the limitations of sentiment analysis by developing a more accurate and flexible sentiment 

scoring model using ChatGPT in combination with KNN, RNN, and CNN algorithms. To achieve this, primary data from 

ChatGPT and secondary data from Kaggle were utilized for training. The model's performance was evaluated, yielding an 

impressive accuracy rate of 88.17%. This research underscores ChatGPT's pivotal role in offering theoretical insights and 

precise data for diverse applications. The novelty of this study lies in its innovative approach of combining KNN, RNN, 

and CNN algorithms to create a more adaptable and accurate sentiment scoring model. Additionally, the primary data from 

ChatGPT greatly enhances the creation of precise and relevant training data across various topics and languages. Despite 

these achievements, there remains a need for further exploration of testing methods to mitigate the impact of data 

limitations on result generalizability. Moreover, it is acknowledged that the model's effectiveness may be diminished when 

applied to languages other than English. Nevertheless, this research provides a promising avenue for users seeking 

enhanced and precise sentiment analysis by integrating KNN, RNN, and CNN algorithms with ChatGPT. The findings of 

this study can serve as a solid foundation for future research endeavors in the advancement of sophisticated and effective 

sentiment analysis technologies. 
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1. Introduction 

Machine learning is a widely adopted method of data processing. However, the success of this approach depends on 

the availability of sufficient training data [1]. The amount of data used to train a model has a significant impact on the 

quality of the final output. Therefore, it is crucial to recognize the importance of data volume in the context of machine 

learning [2]. Researchers are aware of the significance of data in building effective machine-learning models. However, 

they often encounter challenges when obtaining relevant and appropriate data [3]. Limited availability or difficulty in 

accessing data can be an obstacle to building models, leading to insufficient data. Consequently, this problem can 

negatively affect the accuracy and reliability of research outcomes. 

If the amount of data used to train a machine learning model is limited, it can affect the generalizability of research 

results. Overfitting, or memorization of the training data, can occur, leading to inadequate performance on new, unknown 

data. This can ultimately result in research outcomes that are not reliable enough to apply in real-world scenarios. 

Therefore, it's crucial to consider the quantity of data used in machine learning research to ensure more practical and 

trustworthy outcomes. 
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Hence, it is crucial to consider the amount of available data in a machine learning study. Researchers must ensure 

that the training data is both diverse and large enough. When data availability is limited, researchers can employ data 

processing techniques to expand the dataset or utilize transfer learning techniques to enhance the accuracy and reliability 

of the outcomes. 

ChatGPT has found widespread applications in various fields, such as game development, chatbots, and language 

translation tools [4]. In game development, ChatGPT can guide players through specific levels by providing helpful 

hints. Moreover, the availability of ChatGPT overcomes the big data challenge. Being a deep learning-based model, 

ChatGPT efficiently learns patterns from data as compared to traditional machine learning models. Additionally, 

ChatGPT can handle large volumes of data simultaneously, enabling it to be trained on various datasets. Thus, utilizing 

ChatGPT in research is expected to produce more accurate and reliable results, ultimately enhancing the performance of 

machine learning models. 

The study recognizes the pivotal role of data volume in machine learning and its impact on research outcomes, 

aligning with prior research on the importance of data in building effective machine-learning models [5]. It addresses 

the challenges researchers face in obtaining relevant and appropriate data, echoing concerns raised in previous studies 

regarding limited data availability [6]. The study also touches upon the issue of overfitting, a well-established problem 

in machine learning [7], and its consequences on research outcomes. It acknowledges the need for diverse and large 

training datasets, a notion well-supported in the literature [8]. Furthermore, the discussion on the use of ChatGPT in 

various applications aligns with the growing body of literature on the practical applications of AI models like ChatGPT 

in fields such as game development and natural language processing [9, 10]. Regarding the assessment of ChatGPT's 

accuracy and readability, the study follows a methodology that evaluates generated responses, echoing similar 

approaches used in prior research for evaluating the quality of AI-generated text [11, 12]. 

To sum up, ChatGPT can deliver precise answers to diverse questions and subjects. However, accuracy is determined 

by the model's training and the amount of data accessible. The impact of the AI's failure to explain something varies 

depending on the significance and relevance of the information. Hence, it is crucial for AI developers and users to ensure 

that the model is appropriately trained and the sources of information used are reliable. 

The aim of this study is to assess ChatGPT's capability to describe a short topic and evaluate the readability of the 

generated sentences. The study's objective is to ensure that ChatGPT can provide accurate and easily comprehensible 

responses. To achieve this, the research methodology involves presenting ChatGPT with a brief topic and requesting that 

the model provide a concise explanation or description. Furthermore, the generated response is evaluated based on its 

clarity, accuracy, and human readability. The sentiment analysis techniques employed in this study include K-Nearest 

Neighbor (KNN), Convolutional Neural Network (CNN), and Recurrent Neural Network (RNN) algorithms. 

To evaluate ChatGPT's ability to provide clear and understandable descriptions, the research team inputted several 

sentences into the model and asked it to generate new versions with the same meaning but in simpler language. The 

resulting sentences were then evaluated for clarity and ease of comprehension. The purpose of this study is to provide a 

more comprehensive understanding of ChatGPT's capacity to describe topics and the readability of its generated 

sentences. This information could be valuable for AI developers to enhance the accuracy and user-friendliness of 

ChatGPT and similar models. 

2. Literature Review 

2.1. ChatGPT 

ChatGPT is an artificial intelligence natural language processing model developed by OpenAI. The acronym stands 

for Generative Pre-trained Transformer-based Chatbot, and it is designed to emulate conversations with human users, 

acting like a chatbot or virtual assistant. ChatGPT has a wide range of capabilities, including answering questions, 

translating languages, generating new text, and more. The model utilizes a deep learning approach that relies on multi-

layer artificial neural networks. Its use of transformers enables ChatGPT to understand the relationship between words 

in a sentence and process text more effectively. This allows ChatGPT to generate text that is more natural and easier for 

humans to understand. 

One of the notable advantages of ChatGPT is its capability to be trained on massive datasets [12]. With billions of 

words in its training data, the model is able to effectively comprehend human language. Furthermore, ChatGPT has the 

ability to quickly adapt and learn new speech patterns and trends as they emerge on the Internet [13]. This characteristic 

makes ChatGPT ideal for various applications, including chatbots, virtual assistants, and search assistants [14, 15]. For 

instance, in customer service, ChatGPT can be used as a virtual assistant to assist users in resolving issues and answering 

queries. Additionally, ChatGPT is utilized in research to analyze data or make conclusions based on provided 

information. 

While ChatGPT has several advantages, there are also weaknesses to this technology, including its ability to generate 

inappropriate or irrelevant text in some cases. Furthermore, if trained on unbalanced or less representative datasets, 
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ChatGPT may reinforce biases in human speech. Consequently, it is important to monitor the use of ChatGPT carefully 

and use it with caution. Although the technology has improved in its ability to understand human speech and generate 

natural text, there are still individuals who are hesitant to use AI technology in their conversations.  

There are several reasons why some people are hesitant to use ChatGPT and other AI technologies in their 

conversations. Firstly, there is a lack of trust in ChatGPT's ability to understand human speech and provide appropriate 

responses [16]. Many people still view chatbots as rigid tools that cannot provide real solutions to their problems. 

Secondly, there are concerns about ChatGPT collecting personal information or violating users' privacy [17]. Thirdly, 

ChatGPT may sometimes generate text that is irrelevant or out of context, which can frustrate users and decrease their 

trust in AI technology. Additionally, ChatGPT may amplify biases in human language when trained with unbalanced or 

underrepresented datasets, leading to inequalities in speech processing and reducing user confidence. Lastly, some 

people prefer to speak directly to a human who can better understand their nuances and needs, making ChatGPT difficult 

to use in certain situations. 

2.2. Essay Grading 

Grading an essay requires teachers to use several skills and expertise, which include the ability to assess writing 

quality, evaluate the structure and flow of the text, judge the accuracy of the facts and information presented, and weigh 

the persuasiveness of the arguments [18]. However, grading is not always a straightforward process as teachers may face 

several challenges. For instance, assessing a student's essay can be subjective due to the influence of personal biases and 

preferences [19-21]. Additionally, some essays may not easily match the answer key, which can make grading more 

challenging. To ensure fairness and accuracy, teachers must approach grading with a critical and objective eye while 

considering all relevant factors. 

It may happen that students choose a different approach or writing style than the one provided in the answer key. In 

this case, the teacher must decide whether the student's answer is good enough and deserves a high score even though it 

does not completely match the answer key, or whether it deserves a lower score because it does not match the answer 

key. Third, some essay questions can be very subjective and there is not just one right or wrong answer. This makes it 

difficult for the teacher to evaluate the students' answers and compare them to the answer key. In this situation, the 

teacher should consider the students' ability to think critically and argue well, and set a fair grade. Fourth, using the 

answer key as a reference for grading students' answers is not always effective. Sometimes the answer key does not take 

into account all possible student responses, especially for more subjective essay questions. Therefore, teachers should 

constantly update and improve their answer keys to achieve accurate and fair results. Fifth, reviewing and grading many 

student essays can be very tedious and time-consuming. This may cause teachers to be inconsistent in evaluating students' 

performance. Therefore, teachers should be focused and thorough in evaluating each essay to ensure accurate and fair 

scores. 

2.3. Research Question 

This study aims to answer two research questions. 

RQ1. To what extent can sentiment scoring models be developed to provide accurate scores for sentiment analysis 

of text? 

RQ2. How effectively can sentiment scoring models be developed to cater to various case studies? 

In order to answer both questions, this study uses ChatGPT as a base model, which is able to provide accurate and 

flexible aspects of the theory and data requirements for different case studies. ChatGPT is a natural language processing 

model known for its ability to produce high-quality and relevant text on a given topic. In this study, ChatGPT is used to 

generate high-quality and relevant text on a given topic to serve as a reference for conducting sentiment analysis. By 

leveraging ChatGPT's ability to understand natural language and generate high-quality text, it is expected that the 

developed sentiment analysis model can provide accurate and reliable analysis results. 

ChatGPT can also offer significant advantages in terms of data requirements. The model can be trained with a large 

and diverse dataset, allowing it to provide more accurate and flexible results for different case studies. Therefore, the 

role of ChatGPT in providing accurate and flexible theoretical aspects and data requirements in this study is critical to 

answering the two research questions posed. 

3. Research Methodology 

3.1. Dataset 

In this study, two types of datasets were used: primary and secondary data. Primary data were collected using the 

ChatGPT model to generate sentences on specific topics such as climate change. During the data collection, the ChatGPT 

model was used to answer a question repeatedly, and each output was collected from a dataset. The output of the 
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ChatGPT model serves as a reference for scoring student essays, and is used to determine the relevance and factuality of 

each sentence in the essay. The primary data were obtained through experiments using the ChatGPT model. On the other 

hand, secondary data were obtained from other sources such as journals or scientific publications related to the research 

topic. Table 1 lists the ChatGPT dataset. 

Table 1. ChatGPT Dataset 

Attributes Example Content Example Content 

Topics Machine Learning The topic or subject of the argument presented in the text. 

Text 

By utilizing machine learning, data security can be 

enhanced through effective detection of anomalies 
and high-accuracy prediction of cyber attacks. 

Argumentative text expressing a view on machine learning related to a chosen 

topic. These variables/columns will be used for sentiment analysis. 

Sentiment Positive 

The sentiment analysis model will fill the variable or column that expresses 

the sentiment or feeling towards machine learning in the selected topic, 
whether it is positive, negative, or neutral, after processing the "Text" column. 

In addition to the primary data, this study also used secondary data obtained from the open-source repository Kaggle 

(see Table 2). The secondary data used were essay data from high school students on machine learning. The data can be 

viewed at the following link: https://www.kaggle.com/code/erikbruin/nlp-on-student-writing-eda with the dataset name 

"NLP on Student Writing: EDA". These data are ideal for this research because the questions and the quality of the 

students' answers vary and are detailed, making it easier for the model to show real-world results regarding its 

performance in text scoring. This secondary data was used as a reference to validate the primary data and obtain more 

objective and accurate results in the assessment of student essays. Secondary data are data on student essays scored by 

experts or data from previous assessments. The use of secondary data can help evaluate the performance of the ChatGPT 

model by providing accurate and reliable results. In this study, secondary data were used to compare and demonstrate 

the level of agreement between the output of the ChatGPT model and available secondary data. The use of these two 

types of datasets is expected to lead to better and more accurate results in the scoring of student essays. Primary and 

secondary data complement and reinforce each other and can help teachers conduct assessments effectively and efficiently. 

Table 2. Kaggle Dataset 

Attributes Example Content Description 

ID 023 Unique identification number for each data. 

Class 12-A 
The grade or education level of the student 
writing the essay. 

Student 
Name 

Peter Muller Student’s full name writing the essay. 

Date 20/10/22 Date of essay writing by students. 

Essay 

I am amazed by the capability of machines to acquire knowledge and enhance 
their performance to produce precise and trustworthy outcomes. I strongly 

believe that machine learning has the potential to resolve intricate challenges 
in various domains, including healthcare, business, and environmental 

conservation. I am eager to explore and expand my knowledge in this field, as 

well as to find ways to make a valuable contribution to its advancements. 

The content of the essay written by the 

student regarding their views on machine 
learning. These variables or columns are 

used for sentiment analysis. 

3.2. Theoretical Approach 

The present research's theoretical approach showcases a thoughtful and systematic methodology for assessing the 

capabilities of ChatGPT in generating relevant and factual content within a specific context. By anchoring the study in 

the foundation of machine learning and natural language processing, it harnesses the power of deep learning to enable 

ChatGPT to comprehend and generate meaningful sentences on a given topic. This aligns with established research in 

the field, emphasizing the importance of utilizing advanced AI models to enhance language understanding and 

generation. 

Furthermore, the incorporation of sentiment analysis through KNN, CNN, and RNN algorithms is a notable aspect 

of this research. This approach draws upon the theoretical underpinnings of machine learning techniques for 

classification and pattern recognition. It acknowledges the nuanced nature of language and its various expressions within 

the student essays, which is a key consideration in modern natural language processing research. Additionally, the 

experimental setup, which tests these algorithms both independently and in combination, demonstrates a comprehensive 

understanding of their unique advantages and limitations. This aligns with theoretical discussions in the machine learning 

literature, where researchers often explore different models and techniques to determine the most suitable approach for 

a given task. 

In summary, the theoretical approach of this research is grounded in the core principles of machine learning, natural 

language processing, and sentiment analysis. It leverages state-of-the-art AI technologies to tackle a practical problem – 
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assessing student essays – while maintaining a strong theoretical foundation. This approach not only contributes to the 

advancement of AI research but also holds promise for practical applications in education and automated content 

evaluation. 

3.3. Research Steps 

The KNN, CNN, and RNN algorithms were developed both independently and in conjunction with each other. After 

successful model creation, the accuracy of each experiment was evaluated to determine the best algorithm for use as the 

primary model in this study. Table 3 presents the experimental setup and Table 4 presents a comparison of the neural 

network algorithms. The KNN algorithm offers the advantage of being easy to implement and capable of providing 

relatively accurate results, especially when sufficient training data are available [22-26]. However, this algorithm is 

vulnerable to outlier data and requires careful selection of the k parameter, and finding the nearest neighbor k can be 

time consuming [27-30]. 

Table 3. Experimental Setups 

Experimental Label Feature Space Formation 

A KNN 

B RNN 

C CNN 

D KNN+RNN+CNN 

Table 4. Neural Network Algorithm Comparison 

Algorithm Pros Cons Implementation Case 

KNN 
Easy to implement and interpret, suitable for small- to 

medium-sized datasets, results are relatively stable. 

Poor performance on datasets with very 

large dimensions, prone to outliers, takes a 
long time to predict on large datasets. 

Data classifier, image analysis, 

recommendation system. 

RNN 

Able to handle sequential data types like text, audio, 

and video, perform efficiently on high-dimensional 
datasets, suitable for making predictions based on the 

latest sequential data context. 

Takes a long time to train on large datasets, 

prone to vanishing gradient problem and 

exploding gradient problem. 

Sentiment analysis, speech 
recognition, machine translation. 

CNN 

Able to recognize complex patterns in images and text, 

performs stably on large datasets, and trains on 
multiple layers at the same time. 

Prone to overfitting, results are difficult to 

interpret, takes a long time to train on large 
datasets 

Image analysis, object recognition, 

handwriting recognition. 

The strength of the CNN algorithm lies in its capability to identify patterns in data, particularly image data, making 

it suitable for image and text classification. However, it tends to overfit when data are scarce and interpreting its results 

can be challenging [31-33]. The advantage of the RNN algorithm lies in its ability to handle sequential data such as text 

or speech, producing reasonably accurate outcomes in recognizing these data patterns. However, it tends to overfit when 

the data are insufficient, and training the model can be time-consuming [34-36]. The experimental process is significant 

as it assists in identifying the most suitable algorithm for this research. Furthermore, conducting both individual and 

combined experiments aids in comprehending the distinct features of the various algorithms and their advantages and 

disadvantages. Such insights are valuable for enhancing model accuracy and achieving better outcomes when evaluating 

students' essays. 

This research follows the research flow as shown in Figure 1, and the following is an explanation of each stage: 

1. Topic Selection: 

In the first step, the research selects a specific topic for investigation. This topic serves as the focal point for the study 

and provides the context within which the AI model's performance will be evaluated. In this case, an example topic 

mentioned is "climate change," which could be one of many topics of interest. The choice of topic is crucial as it 

determines the subject matter of the essays and the relevance of the generated content. 

2. Data Collection: 

Once the topic is selected, the research collects data related to that topic. This data can come from various sources 

such as articles, online resources, or existing essays. The collected data serves as the basis for training the ChatGPT 

model and for assessing the quality of the generated sentences. Data collection ensures that the study is grounded in real-

world information and context. 

3. Training Dataset Development: 

To train ChatGPT effectively, a training dataset is developed using the collected data. This dataset consists of 

examples and reference materials related to the chosen topic. It helps ChatGPT learn patterns, language structures, and 
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facts associated with the topic. The quality and diversity of this training dataset are essential for the model's ability to 

generate relevant and factual content. 

4. Experimental Algorithm Comparison: 

This phase involves evaluating different algorithms for sentiment analysis. It includes: 

 Model Development Testing: Developing and fine-tuning the sentiment analysis models, including KNN, CNN, 

and RNN, to ensure they can accurately assess the sentiment and relevance of sentences in the essays. 

 Algorithm Evaluation: Comparing the performance of these algorithms to determine which one is most suitable 

for the task. Each algorithm has its strengths and weaknesses, and this step helps identify the best approach for 

sentiment analysis. 

 Actual Model Development: Once the most suitable algorithm is identified, it is further developed and optimized 

to be integrated into the research pipeline effectively. 

5. Topic / Dataset Implementation on Model: 

After selecting the topic, collecting data, developing the training dataset, and refining the sentiment analysis 

algorithm, the chosen topic and related data are implemented into the ChatGPT model. This involves configuring the 

model to generate sentences specifically on the selected topic, using the knowledge gained from the training dataset. 

6. Essay Input: 

In this step, the research takes actual student essays as input. These essays are related to the chosen topic, and the 

goal is to assess the quality of the content in these essays. ChatGPT generates sentences on the same topic as the essays, 

and these generated sentences are used for comparison and evaluation. 

7. Scoring Result Evaluation: 

Finally, the generated sentences and the student essays are compared and evaluated. The sentiment analysis 

algorithms, KNN, CNN, and RNN, are employed to assess the relevance and factual accuracy of the sentences in the 

essays. The results are used to assign scores to the student essays, reflecting the proficiency of each student in providing 

accurate and relevant answers on the assigned topic. 

 

Figure 1. Essay evaluation process 

In summary, this research follows a structured process that starts with topic selection, data collection, and training 

dataset development, followed by algorithm comparison and implementation of the chosen topic into the ChatGPT 

model. The model then generates sentences for comparison with student essays, and sentiment analysis algorithms are 

used to evaluate and score the essays based on the generated content. This systematic approach ensures a thorough 

assessment of student performance and the AI model's ability to provide relevant and factual information. 
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4. Result and Discussion 

4.1. Experimental Model Evaluation 

Sentiment analysis is a text analysis technique aimed at determining the sentiments or emotions expressed within 

text. Typically, when conducting sentiment analysis, primary and secondary data are employed. Primary data originates 

directly from the source, while secondary data comes from existing sources[37, 38]. In this experiment and test, both 

types of data, i.e., primary data from ChatGPT and secondary data from Kaggle, are merged, as each has its distinct 

benefits and drawbacks. Combining these two data sources is expected to enhance the accuracy of the sentiment analysis 

results. 

The combination of KNN, RNN, and CNN was chosen because each of the three techniques possesses strengths that 

complement each other. KNN or K-Nearest Neighbor is utilized for classifying data with similar characteristics, while 

RNN or Recurrent Neural Network processes long texts, retaining information within each word. CNN processes spatial 

information in data, making it suitable for texts with specific patterns and structures. Table 5 and Figure 2 present a 

summary of the experimental outcomes in this study, demonstrating that the combination of KNN, RNN, and CNN 

achieves an accuracy of 88.17%. This success can be attributed to the ability of these methods to overcome their 

respective limitations while complementing one another in analyzing text sentiment. KNN aids in classifying data with 

similar features, RNN processes long texts and retains word-level information, and CNN processes spatial information 

about texts with specific patterns and structures. Thus, combining these three techniques provides accurate sentiment 

analysis for complex texts. 

Table 5. Summary of Experimental Results 

Experiments Accuracy Precision Recall F-Measure 

A 83.24% 0.80 0.85 0.82 

B 85.68% 0.82 0.87 0.84 

C 87.92% 0.85 0.89 0.87 

D 88.17% 0.86 0.90 0.88 

 

Figure 2. Comparison of experimental result 

Several studies have explored combinations of techniques for analyzing the sentiment of text. The following 

references highlight previous research that has yielded outcomes comparable to those observed in the present 

experiments and tests: 

1)  The research by Zhou et al. [15] used KNN and RNN methods for sentiment analysis of texts. The results showed 

that the combination of both methods can improve the accuracy of sentiment analysis for complex texts. 

2)  The research by Li et al. [4] used CNN and RNN methods for sentiment analysis of texts. The results showed that 

the combination of both methods can improve the accuracy of sentiment analysis for texts with certain patterns and 

structures. 
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3)  In a research by Kim & Lee [19], the CNN method was used for sentiment analysis of texts. The results showed 

that the CNN method can achieve high accuracy in sentiment analysis of complex texts with certain patterns and 

structures. 

4)  In a research by Huang et al. [18], KNN and CNN methods were used for sentiment analysis of texts. The results 

showed that combining the two methods can improve the accuracy of sentiment analysis for texts with the same 

features. 

The aforementioned references demonstrate that combining different methods in sentiment analysis can enhance the 

accuracy of the analysis. The combination of KNN, RNN, and CNN techniques utilized in the present experiments and 

tests has been effective in achieving high accuracy in sentiment analysis of complex texts with specific patterns and 

structures. 

4.2. Essay Scoring Model Evaluation 

The model developed in this study, which combines KNN, RNN and CNN algorithms for emotion evaluation using 

ChatGPT, has yielded promising results. The three methods have successfully complemented each other, overcoming 

their respective weaknesses and improving the accuracy of sentiment analysis for complex texts. Furthermore, the 

integration of ChatGPT has increased the model's flexibility and its ability to process longer and more complex texts. A 

key advantage of this model is its ability to perform dynamic sentiment scoring, aided by ChatGPT's natural language 

generation and context incorporation capabilities. As a result, the model can produce more accurate sentiment scores 

that are better aligned with the context of the text. Figure 3 provides an overview of the model initialization, while Table 

6 displays the computed model output. 

 

Figure 3. Initialization Model 

The model can be used to perform sentiment scoring on different types of texts, both English texts and texts in other 

languages. This increases the flexibility of the model and its ability to perform sentiment analysis on text in multiple 

languages. The model is equipped with features that can help identify the sentiment contained in the text more accurately. 

The feature can provide information about the type of sentiment contained in the text, e.g. positive, negative or neutral. 

This allows the user to get more detailed and complete information about the sentiment contained in the text. 

The successful model tests demonstrated an impressive accuracy rate of 88.17%, indicating that the model is highly 

capable of accurately assessing the sentiment of a text. Consequently, this model can serve as an effective tool for 

sentiment analysis of texts in diverse languages and contexts. 
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Table 6. Conformity Score Output 

Topic Selected 
Technology's Role 

in Education 

Text Conformity Score 

Education in the digital era has undergone significant changes with the presence of technology. Technology provides 
opportunities to optimize learning, both in terms of information access, creativity development, and time and cost efficiency. 

Technology also allows students to learn in a more interactive and effective way, such as game-based learning, simulation, 

and augmented reality. By utilizing technology wisely, it is hoped that the quality of learning can improve and produce a 
more qualified generation in the future 

88 

The digital revolution has changed the way we live, work and learn. Education is also experiencing changes with the existence 
of technology, such as the use of e-learning, online learning applications, and the use of learning support software. 

Transformation of education with technology can increase efficiency, accelerate access to information, and enable the 
development of student creativity. However, keep in mind that technology cannot replace the teacher's role as a facilitator 

and mentor in the learning process 

79 

Inclusive education is an educational concept that provides opportunities for all students to learn without discrimination, 

including students with special needs. Technology can be used to realize inclusive education by providing learning platforms 
that are flexible and adaptable to student needs, such as special learning applications for students with special needs or the 

use of assistive technology to facilitate access to information for students with special needs. Thus, inclusive education can 
be more realized and not limited by individual differences 

83 

The study's integration of KNN, RNN, and CNN algorithms with ChatGPT for emotion evaluation in complex texts 

represents a significant advancement in sentiment analysis. Compared to previous related studies, this approach 

addresses the weaknesses of individual methods and yields promising results, with an impressive accuracy rate of 

88.17%. The key innovation lies in ChatGPT's integration, which enhances the model's flexibility, enabling it to handle 

longer and more intricate texts. This aligns with findings from Zhou et al. [15] who demonstrated the effectiveness of 

leveraging pre-trained language models like ChatGPT for improved sentiment analysis. Moreover, the ability to perform 

dynamic sentiment scoring based on context incorporation is a notable advancement over traditional static sentiment 

analysis approaches, aligning with recent research by Huang et al. (2020) [18] on the importance of contextual 

understanding in sentiment analysis. Furthermore, the model's multilingual capability, accommodating texts in various 

languages, showcases its versatility, echoing the findings of Li et al. [4] on the growing importance of cross-lingual 

sentiment analysis. Overall, this study presents a robust and adaptable model that significantly advances the field of 

sentiment analysis and offers valuable insights for future research in natural language processing. 

In the healthcare field, this model can be utilized to analyze the sentiment of health-related articles or news. This can 

aid researchers or medical professionals in understanding the public's response to specific health issues and enable them 

to take appropriate action accordingly. 

The model can also be applied in social media analysis where it can be used to perform sentiment analysis on 

comments or posts related to a specific topic or issue. This can help social media users identify the public's response to 

a particular issue and take appropriate action. 

Furthermore, the potential applications of this model extend to various other fields such as politics, education, and 

beyond. The model's flexibility in performing sentiment analysis on relevant texts can have a significant impact on 

various areas of society. By providing accurate and relevant information about the sentiment contained in the text, the 

model can aid decision-making processes in these fields and potentially contribute to the betterment of society as a 

whole. 

The long-term benefits of developing a flexible sentiment scoring model for diverse issues using ChatGPT are vast. 

It has the potential to improve decision-making quality and accelerate the data analysis process, resulting in enhanced 

effectiveness and efficiency across various fields. This, in turn, can positively impact the development and progress of 

society, making it a valuable addition to the advancement of technology. 

While developing a flexible sentiment scoring model using ChatGPT has numerous advantages, it is important to 

acknowledge some of its limitations. Firstly, the model is highly dependent on the quality and representativeness of the 

training data used. If the training data is unrepresentative or incomplete, the analysis results will be inaccurate and 

irrelevant. Secondly, there are limitations to multilingual analysis because the model can only analyze the languages it 

has been trained on. Thirdly, the model cannot analyze text in audio or video form, limiting its scope. Fourthly, the 

model may have difficulty analyzing complex or ambiguous sentences. Finally, the model may also have difficulty 

analyzing text that refers to specific social and cultural contexts. Therefore, these limitations must be taken into account 

when applying the model to ensure accurate and relevant sentiment analysis results. Nonetheless, recent studies have 

shown that sentiment scoring models are well developed and provide accurate sentiment predictions with a high degree 

of accuracy for various test data. 

Moreover, the study's findings can provide valuable insights into the factors that influence the performance of 

sentiment scoring models, such as the selection of suitable features and parameters. These insights can significantly 
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contribute to the development of future sentiment scoring models. As an AI language model, ChatGPT can assist in 

providing accurate and flexible theoretical aspects and data requirements for various case studies. Its ability to 

comprehend human language and process information efficiently can aid researchers in gaining deeper insights and 

understanding of specific topics. Furthermore, ChatGPT can serve as a tool for processing and analyzing data on both 

small and large scales, allowing researchers to identify hidden patterns in data and gain deeper insights into their research 

topics. 

5. Conclusion 

In conclusion, the research has yielded a flexible sentiment analysis model, amalgamating KNN, RNN, and CNN 

algorithms with ChatGPT, achieving an impressive 88.17% accuracy rate across various topics. However, it's essential 

to acknowledge its limitations, including reliance on training data, restricted multilingual capabilities, incapability to 

analyze audio or video content, challenges with complex or ambiguous sentences, and contextual analysis in social and 

cultural contexts. Users must be mindful of these constraints for accurate results. This study offers valuable insights into 

the factors influencing sentiment scoring models, paving the way for future improvements. ChatGPT emerges as a 

versatile tool for data processing and analysis, supporting researchers in uncovering hidden patterns and gaining deeper 

insights across diverse research domains. Consequently, this research presents a promising step forward in sentiment 

analysis, with room for continued refinement and expansion of capabilities. 

Looking ahead, there are several promising avenues for further enhancing the sentiment analysis model developed in 

this study. First and foremost, expanding the model's multilingual capabilities to encompass a broader range of languages 

would make it more versatile and globally applicable, addressing the growing demand for cross-lingual sentiment 

analysis in our increasingly interconnected world. Additionally, exploring methods to improve the model's ability to 

handle complex and ambiguous sentences could lead to even more accurate sentiment assessments. Incorporating 

advanced natural language understanding techniques, such as contextual embeddings and attention mechanisms, may 

prove beneficial in this regard. Furthermore, addressing the limitations related to audio and video content analysis would 

be a valuable extension. Integrating audio and visual sentiment analysis into the model could provide a comprehensive 

solution for sentiment assessment across diverse media types, catering to the evolving landscape of content sharing on 

digital platforms. Finally, as social and cultural context analysis remains a challenge, future research should delve deeper 

into contextual understanding, possibly leveraging external knowledge bases or context-aware models to improve 

accuracy in this aspect. In conclusion, the future outlook for sentiment analysis models lies in continual refinement and 

adaptation to meet the evolving demands of an increasingly diverse and complex digital landscape. By addressing these 

challenges and exploring these opportunities, we can expect sentiment analysis models to become even more powerful 

and relevant tools for understanding human emotions in text and beyond. 
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