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Abstract 

The purpose of this investigation is to develop a method for quantitative assessment of the uniqueness of personal medical 

data (PMD) to improve their protection in medical information systems (MIS). The relevance of the goal is due to the fact 

that impersonal PMD can form unique combinations that are potentially of interest to intruders and threaten to reveal the 

patient's identity and medical confidentiality. Existing approaches were analyzed, and a new method for quantifying the 

degree of uniqueness of PMD was proposed. A weakness in existing approaches is the assumption that an attacker will use 

exact matching to identify people. The novelty of the method proposed in this paper lies in the fact that it is not limited to 

this hypothesis, although it has its limitations: it is not applicable to small samples. The developed method for determining 

the PMD uniqueness coefficient is based on the assumption of a multidimensional distribution of features, characterized 

by a covariance matrix, and a normal distribution, which provides the most reliable reflection of the existing relationships 

between features when analyzing large data samples. The results obtained in computational experiments show that 

efficiency is no worse than that of focus groups of specialized experts. 
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1. Introduction 

Currently, in all subject areas of human activity, studies aimed at improving data processing technologies are of great 

practical importance [1–4]. Data processing in MIS is no exception to this trend, but it has some fundamental features 

related to the information security of PMD. Based on the principles of system analysis, such data can be attributed to 

being unique. The problems associated with their description and solving related non-standard tasks can be eliminated 

using additional options, from data collection and analysis to data encryption and destruction, provided that the latter is 

necessary [5, 6]. 

Managing PMD is a complex and, in some ways, multidimensional problem. A particular management action requires 

a rational approach, considering the need for increased responsibility. The need to develop and implement new, more 

efficient methods of managing PMD processing is a characteristic feature of the modern process of intensive 

digitalization [7]. One of the critical tasks here comes down to ensuring an improved quality of healthcare services in 

commercial and public institutions. 

Using unique PMD in various parts of MIS exacerbates the problem of ensuring their information security, i.e., 

protection against unauthorized access [8, 9]. At the head of the system of information security principles is maintaining 

the integrity of patients' medical data and ensuring their confidentiality and accessibility to the competent authorities on 

a legislative basis [10, 11]. 
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If an individual is unique in the population, then their risk of identification can be quite high. For example, individuals 
often cite privacy and confidentiality concerns and a lack of trust in researchers as reasons for not having their health 
information used for research purposes [12]. One of the factors that helps make the public more comfortable with their 

health information being used for research purposes is its de-identification at the earliest opportunity [13–15]. As many 
as 86% of respondents in one study were comfortable with the creation and use of a health database of de-identified 
information for research purposes, whereas only 35% were comfortable with such a database that included identifiable 
information [16]. 

A number of different uniqueness estimators have been proposed in the literature. It is important to know which of 
these works best for clinical data sets. One information protection mechanism proposed in the literature is differential 
privacy [17, 18]. Generally speaking, differential privacy requires that the answer to any query be "probabilistically 
indistinguishable" with or without a particular row in the database. Thus, differential privacy hides the presence of an 

individual in the database by making the two output distributions (with or without the row) "computationally 
indistinguishable" [19]. This is typically achieved by adding Laplace noise to every query's output. 

However, for the context we are considering in this article, individual-level disclosure and differential privacy do not 
yet provide a ready-made solution, while uniqueness management has been the accepted approach to disclosure control 
over the past two decades. A weakness in existing approaches is the assumption that an attacker will use exact matching 
to identify people. The novelty of the method proposed in this paper lies in the fact that it is not limited to this hypothesis, 
although it has its limitations: it is not applicable to small samples. 

In some cases, anonymized medical data can form unique combinations, representing potential interest to intruders 
and threatening to expose the patient's identity and medical secrets. Accordingly, it is an urgent task to develop a method 
for the early detection of unique data combinations for their subsequent additional protection during storage and 

processing in MIS. Accordingly, this study aims to develop a method to quantify the uniqueness of PMD to improve the 
processes of their protection, storage, and processing in MIS. The scientific novelty of the study is in developing a 
procedure for data processing based on the method of assessing their uniqueness, which makes it possible to clarify in 
an automated mode when detecting unique data combinations, the sequence of further actions with them, and to 
determine the conditions of access to information. The subsequent text describes the peculiarities of this procedure, 
which improves the system of medical care and access differentiation in specialized DBMS by preventing possible errors 

and abuses by users. 

2. Literature Review 

The essential element of developed information systems (IS), including medical ones as well as computer networks 
(CN), is the availability of specialized technologies and algorithms designed to regulate users' work with the target 
information in the interests of information security [19, 20]. The IS and CN system administrators must first reconcile 
with the institution administration the rights of each user to access the data. Figure 1 presents in more detail a scheme 
that describes in generalized form the structural aspects of the system that somehow delimit access to data. It is important 

to emphasize here that the distribution of access rights is a prerequisite for protecting computer systems. 

 

Figure 1. Technologies used to differentiate data access 
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Within MIS, all users are classified into different groups engaged in performing a specific list of functional tasks, 

including those based on such hardware and software as automated workstations: of a general practitioner, general 

practice nurse, specialist doctor, head of the department, chief physician, statistician, etc.; a wide range of MIS 

subsystems are also classified, which ensure the interaction between various medical organizations [21]. The capabilities 

of each user in the system are determined based on these tasks. 

Among the used approaches, the role model of access control deserves attention [22, 23] because it is characterized 

by sufficient simplicity of administration and offers ample opportunities for setting security policies. However, within 

such a system, there are problems with providing individual access since it is not always possible to fit all users into the 

available roles. In particular, it is necessary to consider that in the framework of MIS, doctors have broad enough access 

to information about patients, and not always this access can be distinguished, as it is very difficult to determine what 

information a specialist will need for treating a patient [24]. At that, the problem of protection from information leakage, 

i.e., information security, remains. 

Monitoring a wide range of information security threats has shown that one of the main defenses is enterprise security 

control [25]. It includes examining and regularly analyzing system logs, tracking system errors, monitoring the 

functioning of programs in use, and monitoring user actions. Administering implies the selection of security events 

recorded in logs, enabling and disabling events in security logging according to a set algorithm [26, 27]. 

The most common risks of information leakage in the medical field that occur in practice can be identified [28, 29]. 

Among them, first of all, the following should be noted: 

• Medical staff's discussion of patients' health conditions with citizens who have no official authority in the matter; 

• Private or official correspondence of doctors, which includes personal data about patients, using unprotected 

communication channels or information media; 

• Providing inappropriate information about the diagnosis, discussing the course of the disease with the patient's 

visitors in the walls of the treatment and preventive care institution; 

• Obtaining information about seeking medical help; 

• Leaving the workplace with confidential patient data without proper control by medical facility staff; 

• Entering a password into a computer in the presence of a colleague or third parties, including patients; 

• Sharing a computer with several employees of a medical institution under a common password; 

• Accidental or intentional verbal leakage of PMD in the wards in front of unauthorized persons or during a telephone 

conversation; 

• Recovery, logically, by a health care professional of new, previously unavailable limited information about a 

patient; 

• Errors made by staff due to lack of computer literacy. 

A quantitative assessment, obtained using expert methods, of the potential risk associated with a systematic or one-

time violation of medical secrecy plays a critical role in minimizing risks [30, 31]. Such indicators help to objectively 

assess the danger of potential threats, vulnerabilities, size of the damage, and sources of threats and calculate one integral 

indicator for the entire protection system. 

Note that there are still no unified approaches to assessing the indicators that characterize information security, fully 

or indirectly. As a vivid example that deserves attention, it is possible to consider the assessment of the security criteria 

of medical information characterizing its confidentiality, the essence of which lies in the step-by-step implementation of 

the following steps: 

• Systematic formation of a list of tasks aimed at ensuring confidentiality based on the constructed goal tree; 

• Specification of threats that predetermine the goal of the i-th information task solution; 

• Determining the information security indicator 𝛱IS

(𝑖)
 , which characterizes the risk of the threat associated with the 

i-th task; 

• Determining the integral value of confidential information: 

∑
𝛱IS
(𝑖)

𝑛

𝑛
𝑖=1   (1) 

where n is the number of tasks 

In the framework of this procedure and many others, the assessment of individual indicators is usually based on 
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expert analytical methods. Approaches to assessing general information security can use the principles of fields such as 

fuzzy logic and algorithmic methods of obtaining appropriate conclusions under conditionally a priori or given 

conditions. Approaches exclusively theoretical to the modeling of threats using conceptual, functional and mathematical 

models are known. Conceptual models define the structural aspects of a particular "environment." Also, thanks to them, 

it is possible to receive descriptions of the properties of elements and the relations occurring in the system using an 

informal language. 

Among approaches to solving the problem of mathematical modeling of threats, procedures based on the concepts of 

graph theory to represent IS (CN) models as queuing systems, distributed computing systems, or directly in the form of 

graphs deserve attention [32, 33]. 

Theoretical and practical examples of formulation and implementation of a specific problem solution of threat 

modeling are sufficient (Table 1). Among these studies, note the work representing approaches to identify different 

features that contribute to recognizing dangerous situations for operating IS (CN) [34]. 

Table 1. Examples of approaches to modeling risks and threats to information security 

No Existing approaches to modeling information security risks and threats 

1.  Identification of different features that contribute to the recognition of dangerous situations for operating IS (CN) 

2.  Analysis of the structural aspects of modeling and information security systems 

3.  Problems posed by the algorithmization of models to assess the degree of IS (CN) security 

4.  
Analysis of the possibility of using conventionally typical models of risks and threats to information security 

concerning individual objects of IS (CN) 

5.  
Building an analytical model designed to assess the efficiency of IS (CN) protection from potentially dangerous 

situations related to attempts of data distortion on carriers stored by objects and entities in the insurance sector 

6.  
Formalization of the selection criteria for information security systems, considering the indicators of functioning IS 

(CN) and destabilization factors in the design of information security systems 

7.  
Analysis of existing risks and threats to IS (CN) as well as methods to address them through strategic planning and 

so-called software tools to ensure awareness 

8.  
Building a model based on the assumption that any decision in terms of information security can, in case of objective 

necessity, be adjusted and presented using the generator of protected information 

9.  Building a model of the whole set of negative scenarios in aspects of the functioning of a particular IS (CN) 

10.  
Building a model of the influence of internal and external risks and threats to IS (CN), the primary purpose is personal 

data processing 

11.  Building a model of risks and threats to IS (CN) of the verbal type 

In addition to the works listed above, note [35] that considered the issues of assessing the data uniqueness in detail. 

In particular, it constructed a combined decision rule for quantitative assessment of the data uniqueness measure, which 

uses the following four previously known approaches in its work: Pitman's estimator [36, 37], Zayatz estimator [38], 

sliding negative binomial estimator, and mu-argus [39]. This decision rule selects an estimation method from the four 

named ones, depending on the size of the analyzed sample. Dankar et al. [35] indicate the severe limitations of the 

developed decision rule despite the fact that a positive effect is achieved. Re-identification risk indicators tend to deviate 

conservatively since the data sets contain different quality problems (duplicates, errors, etc.) and an attacker will use the 

methods for accurate reidentification. The hypothesis does not apply to small samples and is considered as its limitation; 

however, it does not limit the method proposed in the present research. 

The main disadvantages, to varying degrees, inherent in the approaches to solving the problem of modeling risks and 

threats to information security listed in Table 1 are as follows: 

• The increased attention to the parameters of a potential attacker against the background of refusing to consider 

their influence on the formation of risks and threats; 

• The lack of consistency, i.e., within a particular model, both generalized and private data are presented 

simultaneously (without systematization); 

• Subjectivity in terms of constructing lists of risks and threats due to the opinions of experts; 

• The lack of separation of risks and threats to IS (CN) and data; 

• The absence of an explicit description of the risks and threats to IS (CN) with attention to negative scenarios, the 

essence and content of which are not disclosed or described only superficially; 

• The lack in most models of mathematical formalization (the description of each specific case comes down to 

phrases and words indicating some consequences). 
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In addition to Table 1, pay attention to the STRIDE threat model (STM) set of methods and techniques. This 

Microsoft development implements an approach to building secure systems, considering the aspects of modeling the 

negative scenarios represented by the probabilities of the realization of risk and threat. The model preparation in this 

context should be implemented at the design stage of a complex software solution. The approach is based on a 

classification scheme applicable to the full description of attacks, considering the types of vulnerabilities used to 

implement negative scenarios. 

STM's list of potentially dangerous situations includes: 

• Impersonation or data substitution; 

• The fact of refusal to perform actions by a specific subject, provided that it is impossible to prove the opposite; 

• Disclosure of information through access to it if it is objectively limited; 

• Denial of service and others 

STM can be considered as a variant of IS information security determination with confidentiality, integrity, and 

accessibility, which is a combination, counted as primary principles in software development. Thus, ways to ensure the 

information security of IS (CN) can rely on several, to some extent, mastered approaches to risk and threat modeling 

within conceptual, functional, and mathematical models of IS (CN), some of which are described in Table 2. 

Table 2. Examples of different models of a particular IS (CN) 

Principle of the model operation Features or disadvantages of the model 

The type of IS (CN) model – Queuing system 

Particular risks and threats characterize the incoming requests to the 

system input. IS (CN) can have one of the following states: 

• Risks and threats did not occur, and negative scenario implementation 

is absent; 

• Risks and threats have occurred, but implementation is absent; 

• Risks and threats have been implemented. 

The model is a black box: 

• A priori unknown what the IS (CN) objects are; 

• Data concerning their interaction are absent. 

The type of IS (CN) model – Distributed computing system 

The input is the address of the object carrying the message. The output is 

the result, represented as information concerning whether a particular 

message has been delivered. 

At the physical level, the model establishes a really existing connection 

between the objects of the system. 

At the data link layer, it comes down to determining the interaction of the 

hardware addresses of the "here and now" network adapters. 

At the network level, the model establishes connections between objects in 

terms of so-called logic addresses. 

All aspects of the interaction of the software part with the operating 

system for a particular case are not considered. 

The type of IS (CN) model – Graph 

The essence of the model is that it connects aspects of the interaction of 

conditional areas of risks and threats and information protection systems. 

For this purpose, a graph is applied in which the relations between risks, 

threats (set T), and objects of protection (set O) form the graph {T, O}. If 
you enter a set M characterizing the protection area, the result will be a 

graph 𝑆 = {𝑇,𝑀, 𝑂}. 

Specific indications of the interactions of different objects on the 

protected "field" and their descriptions are absent, which does not 

make it possible to consider the graph model absolutely 
"productive" in practice. 

The conducted review of approaches to modeling IS (CN) makes it possible to argue that it is impossible to fully 

describe the objects of a particular system only with their help; the same holds for describing the aspects of the interaction 

between them. Here, in studies related to the formation of indicators of information security of data, a problematic issue, 

especially concerning unique PMD, is developing methods to quantify the level of data security, but given models and 

methods do not consider the data uniqueness, which can be a source of threat and the key to a breach of information 

security. Accordingly, an urgent task is to develop a method to identify combinations of unique data in advance for their 

subsequent additional protection during storage and processing in MIS. 

3. Research Methodology 

The degree of efficiency in solving the target problem and the danger of data leakage in IS significantly increases 

when it comes to unique information and its diverse processing, which are, respectively, the object and subject of this 

study. A striking example of such information is PMD. Research aimed at improving the technologies that ensure their 
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management in the context of processing is a complex task that requires a competent and productive approach in all 

aspects associated with applying the principles of system analysis and modeling as well as the use of the "tools" of 

mathematical statistics. Against this background, the total consideration is necessary that the increased responsibility in 

decision-making accompanying the management, providing it in one way or another, is essential. 

Analysis of the uniqueness of medical information about the patient, which determines its conditional value, 

expressed in an increase in the probability of real goal achievement by those who have access to relevant data, makes it 

possible to identify attributes that characterize: 

• Patients whose treatment technology differs from standard approaches; 

• The need for careful quality control of the services provided; 

• Rare diseases; 

• Uncharacteristic development of the disease; 

• Errors made during data registration; 

• Errors made during research; 

• Errors made during treatment; 

• Facts of medical falsification; 

• Individual peculiarities of the person; 

• Threats to patient information security (it is about the probability of PMD leakage. It largely depends on the 

typicality or atypicality of the sets of relevant indicators). 

Multidimensional analysis of technology development in the healthcare sector has shown that common solutions can 

only cope with conventionally standard tasks. They cannot analyze patient-related medical information while identifying 

datasets that stand out from general arrays and are not fully consistent with a typical dataset. 

Correct evaluation and application of criteria such as the data uniqueness coefficient make it possible to systematize 

PMD processing and determine particular conditions for providing access (from general to situational). In implementing 

dynamic data access control, fundamentally new solutions can be found to reduce the influence of human factors and 

improve the quality of decision-making in automating the quality control procedures of provided real-time medical 

services. Figure 2 shows the features of interaction between several subsystems during the data processing procedure. 

 

Figure 2. Interaction of several information subsystems 

The most important part of the procedure for checking the possibility of access denial to unique data is the formation 

of a specific reference to the user passports generated as some database array storing all the necessary information about 

the users and their trustworthiness. Here, trustworthiness should derive from the characteristics and features of the person 

and social and individual conditions where the direct activity occurs. Figure 3 presents a flowchart of such process. 

In the proposed model, the identification of unique medical data is implemented sequentially in the following stages: 

• Formation of a vector of information and diagnostic attributes {Х = Х1, Х2, ..., Хn} corresponding to a certain 

patient; 

• Calculation of the probability Р(Х1 = а1, Х2 = а2,…, Хn = аn) that the vector of information and diagnostic attributes 

reaches some threshold values characterizing the data uniqueness coefficient K (see Figure 4): 

𝑃(𝑋1 = 𝑎1, 𝑋2 = 𝑎2, … , 𝑋𝑛 = 𝑎𝑛) = ∫ ∫ …
𝛽2
𝛼2

𝛽1
𝛼1

∫ 𝜑(𝑥1, 𝑥2, … 𝑥𝑛)
𝛽𝑛
𝛼𝑛

𝑑𝑥1…𝑑𝑥𝑛  (2) 

where φ(х1, х2, …, хn)is the density of the distribution of a random variable (Хі, Хі,..., Х) under the condition of its 

distribution according to the n-dimensional normal law (M – is the mean): 
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𝜑(𝑥1, 𝑥2, … 𝑥𝑛) =
1

(2𝜋)𝑛/2√|𝐾𝑖𝑗|
𝑒𝑥𝑝 [−

1

2
∑ ∑ 𝐾𝑖𝑗

−1(𝑥𝑖 −𝑀𝑖)(𝑥𝑗 −𝑀𝑗)
𝑛
𝑗=1

𝑛
𝑖=1 ]  (3) 

• Establishing the identification reliability threshold of the data set , with which the comparison of the probability 

P(Х1=а1,…, Хn=аn) is then made: if this probability is less than , the data set is unique and can be associated with 

a particular individual. 

 

Figure 3. Using a uniqueness coefficient to implement access control capability 

This methodological approach is based on the assumption of their multivariate distribution, characterized by the 

covariance matrix Кij of the normal distribution, which gives the most reliable reflection of the existing relationships 

between the attributes. Under certain conditions, distributions of any random variables tend to this law. The distribution 

law of accepted values of medical diagnostic parameters strives to the normal as the sample increases (long-term study) 

as well as increasing its representativeness and the division of initial attributes into groups of highly correlated attributes 

(within the group) according to their diseases (other attributes). Among other things, many diagnostic attributes are 

symmetrical, which is explainable by the standardization of the type or form and the way of identifying the medical 

indicators (below or above the norm). 

To determine the previously noted value – threshold ε – it is possible to involve experts. In doing so, the so-called 

learning sample is additionally necessary, which will describe atypical cases in the form of rare combinations and sets 

of diagnostic criteria because of the analysis. The same applies to situations that cannot occur under actual conditions. 

Relevant information must be "transferred" and recorded in the class of unique data. 

It is proposed to use cluster analysis methods when calculating the probability of taking specific values by set (P) to 

reduce the volume and labor intensity of calculation procedures in the marked model. The cluster analysis algorithms 

are numerous. They can be applied when working with different sets of criteria. Assessment of the clustering quality 

level F(S) according to the proposed model is possible using the following dependencies: 
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𝐹(𝑆) = ∑ ∑ 𝑑(𝑋𝑖 , 𝑋𝑗)𝑋𝑖,𝑋𝑗∈𝐺𝑙
𝑘
𝑙=1 + ∑ ∑

1

𝑑𝑝(𝑋̄(𝑙),𝑋̄(𝑚))
→ 𝑚𝑖𝑛,

𝑘∑
𝑚=𝑙+1

𝑘−1∑
𝑙=1   (4) 

where 𝑋̄(𝑙) =
1

𝑛𝑙
∑ 𝑋𝑖𝑋𝑖∈𝐺𝑙

 is the center of gravity (CG) of the group l; d is a proximity measure of objects; k are classes 

(number); p is the parameter (p = 1, 2, 3, ...) 𝑋̄(𝑚) =
1

𝑛𝑚
∑ 𝑋𝑖𝑋𝑖∈𝐺𝑚

 is the CG of the group m. 

𝐹(𝑆) = ∑ ∑ 𝑑(𝑋𝑖 , 𝑋̄(𝑙))𝑋𝑖∈𝐺𝑙
𝑘
𝑙=1 + ∑ ∑

1

𝑑𝑝(𝑋̄(𝑙),𝑋̄(𝑚))
→ 𝑚𝑖𝑛,

𝑘∑
𝑚=𝑙+1

𝑘−1∑
𝑙=1   (5) 

𝐹(𝑆) = 1 − ∑ ∑ 𝑑2(𝑋𝑖 , 𝑋̄(𝑙))𝑋𝑖∈𝐺𝑙
𝑘
𝑙=1 /∑ 𝑑2(𝑋𝑖 , 𝑋̄)

𝑛
𝑖=1 → 𝑚𝑎𝑥  (6) 

where𝑋̄(𝑙) =
1

𝑛𝑙
∑ 𝑋𝑖𝑖  is the CG of the set 

𝐹(𝑆) = ∑ ∑ 𝑑(𝑋𝑖 , 𝑋𝑗)𝑋𝑖,𝑋𝑗∈𝐺𝑙
𝑘
𝑙=1 /𝑛 + ∑ ∑

1

𝑑𝑝(𝑋̄(𝑙),𝑋̄(𝑚))
→ 𝑚𝑖𝑛,

𝑘∑
𝑚=𝑙+1

𝑘−1∑
𝑙=1   (7) 

𝐹(𝑆) = ∑ ∑ 𝑑(𝑋𝑖 , 𝑋̄𝑙)𝑋𝑖∈𝐺𝑙
𝑘
𝑙=1 /𝑛𝑙 +

1

𝑘
∑ ∑

1

𝑑𝑝(𝑋̄(𝑙),𝑋̄(𝑚))
→ 𝑚𝑖𝑛,

𝑘∑
𝑚=𝑙+1

𝑘−1∑
𝑙=1   (8) 

𝐹(𝑆) = ∑ ∑ 𝑑(𝑋𝑖 , 𝑋̄(𝑙))𝑋𝑖∈𝐺𝑙
𝑘
𝑙=1 /𝑛𝑙 + ∑ ∑

1

𝑑𝑝(𝑋̄(𝑙),𝑋̄(𝑚))
→ 𝑚𝑖𝑛,

𝑘∑
𝑚=𝑙+1

𝑘−1∑
𝑙=1   (9) 

Here, the estimation of partitioning quality as a task is complex. The classification at the training stage implies 

repeated implementation under the condition of the replacement of metrics and parameters specified by the user. One of 

the reasonable options is to use several approaches immediately and compare the results. 

4. Results and Discussion 

According to the provisions outlined in the proposed model for managing the PMD processing, based on an 

assessment of their uniqueness, an algorithm was developed to analyze patient data security, providing for the 

implementation of procedures such as: 

• Formation of a user's appeal to the system, aimed at gaining access to the data of a particular patient; 

• Construction of correlation, covariance, and inverse (concerning the latter) matrices for set P with specific values; 

• Clustering of objects; 

• Identifying the correct, i.e., optimal method of "splitting" the set of "patient" type objects (and not only) into 

subgroups or classes under the condition of increased high correlation within one class and weak correlation 

between different classes; 

• Determining the value of the index of the actual uniqueness of patient data used in forming the user's appeal. 

Figure 4 shows a flowchart of the algorithm for analyzing the degree of the uniqueness of PMD, designed to assess 

patient data security. 

Using the substantiated provisions of the developed PMD processing management model, based on assessing the 

degree of their uniqueness and considering information security requirements, an algorithm was developed to assess the 

degree of PMD uniqueness to analyze the level of patient data security. Determining the factual uniqueness coefficient 

for patient data is based on building correlation, covariance, and inverse matrices for the data set and subsequent 

clustering. This methodological approach assumes a multivariate distribution of features, characterized by the covariance 

matrix, and a normal distribution, which provides the most reliable reflection of the existing relationships between the 

features when analyzing samples of large-volume data. 

To assess the degree of the reliability of the results obtained on the basis of the developed algorithm, a series of 

experiments were carried out. Samples of records from the database of patients, different in volume and composition, 

were formed. The sample size of records with repetition in each of the 10 experimental series conducted varied in the 

range from 150 to 240. The average value of the uniqueness coefficient for each series was calculated. Records with 

information about the values of medical indicators were provided to experts to highlight unique ones among them. The 

results of the expert assessment coincided with the results obtained using the developed method for analyzing the 

uniqueness of data. As unique, those are selected for which the values of the uniqueness coefficient are less than the 

average value by 12 times. The threshold value of uniqueness ε = 1.4×10-5. With an increase in the sample size, the 

threshold value of the coefficient increased. The results of the experiments showed that the values of the data uniqueness 

coefficients remained stable when the experimental conditions changed. A series of experiments were carried out to 

refine the threshold used to highlight unique datasets. During this experiment, experts received information about rare, 

in their opinion, combinations of values of diagnostic features. The coefficients of the uniqueness of these data were 

calculated when these sets were included in each of the above 10 series of experiments. The results of the experiment 

showed that the values of the coefficients of uniqueness of data received from experts remained stable: the deviation 

from the average value did not exceed 6%. 
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Figure 4. Flowchart of the algorithm for analyzing the degree of uniqueness of PMD, designed to assess the patient data 

security 

Comparison of the results of this work with other studies shows that a common disadvantage of many studies is the 

special attention to the potential attacker parameters without considering their impact on forming the risks and threats. 

For example, despite the positive results achieved, the authors of Dankar et al. [35] note the severe limitation of the 

developed decision rule - one of the assumptions in their threat model is that an attacker will use accurate matching to 

reidentify people; however, the data sets contain errors, duplicates, and other quality problems. Thus, re-identification 

risk indicators tend to mistake the conservative direction. This hypothesis does not limit the method proposed in this 

paper (its strength), although it has another limitation: it does not apply to small samples. 

When comparing the developed method with previously known methods, it should be noted that the weakness of the 

existing approaches is the assumption that an attacker will use exact matching to identify people. The novelty of the 

method proposed in this paper lies in the fact that it is not limited to this hypothesis, although it has its limitations: it is 

not applicable to small samples.  

With regard to the investigation, it should be noted that the choice of the normal distribution law is justified by the 

fact that the distributions of both discrete and continuous random variables approach it under certain conditions. With 

an increase in the sample (long-term study), an increase in its representativeness, and the grouping of patients according 

to their diseases, the law of distribution of the accepted values of the analyzed parameters will tend to normalize due to 

the central limit theorem. Most of the values of diagnostic features are symmetrical due to the standard form of 

determining the values of medical indicators: below normal, normal, and above normal. The allocation of ranges of 

values for norms and pathologies suggests that most people should have (due to normal health or treatment) the values 

of diagnostic signs within the normal range. Patients with a common disease, due to homogeneity, should also have the 

values of the signs, on average, close to each other. It is known that many medical indicators (including those used in 

the study) have a normal distribution of their values. 
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In addition, the work carried out substantiates the need to apply the procedure for clustering diagnostic features to 

transform the integrand, which is due to the fact that the amount of computation during integration increases with the 

dimension of the integral, and the multiplicity of the integral can exceed several tens, which makes the existing 

computational methods practically inapplicable. Column vectors of the correlation matrix of features were used as 

clustering objects. 

5. Conclusions 

Based on the essence of MIS, both the need for effective use of PMD within it and its mandatory protection against 

unauthorized access are clear. If such data is unique, the problems associated with ensuring information security are 

significantly exacerbated. To solve these problems, a PMD processing management model was developed using various 

system analysis tools based on assessing the degree of their uniqueness and considering information security 

requirements. Its procedures identify (to analyze the level of patient data security) uncharacteristic combinations of data 

and quantify the degree of their uniqueness. 

An algorithmic sequence of actions for assessing the degree of PMD uniqueness based on set P (which includes 

values of several diagnostic criteria) has also been proposed. The purpose of its use in practice is the categorization of 

patients and their assignment to "typical" and "atypical" groups. 

The theoretical contribution of this study is that it proposes to use the clustering of parameters (diagnostic features) 

to simplify the computational process of calculating the uniqueness coefficient of patient medical data for further 

mathematical transformations of the primary expression used to estimate the data's uniqueness. Another peculiarity of 

the theoretical contribution is the study of the properties of the integrand to transform the integral by replacing variables, 

which reduces the size of the problem and the calculation volume when integrating; in particular, as is known, the labor 

intensity of the Monte Carlo method increases with the dimensionality of integrals. Nevertheless, the results of this work 

have limitations: it does not apply to small-size samples, although the above hypothesis does not limit the method 

proposed in this paper (its strength). 

Computational experiments using the MIS simulation database and the developed algorithm analyzed the efficiency 

of calculating the data uniqueness coefficient for the selected group of patients. The obtained results showed that all 

patients with atypical combinations of data (considering expert opinions) were identified and detected using the 

developed algorithm with high accuracy (the deviation from the conditionally averaged value of the uniqueness 

coefficient was less than 6%). 

The results obtained in the experiments give reason to expect the efficiency of the potential use of the proposed 

algorithm to provide an automated search of PMD secure from threats. The main practical recommendation for 

implementing the obtained results is their use in software development to identify unique or unreliable cases in medical 

practice, explained by patients' individual characteristics or medical errors (data falsification, errors in examining the 

patient). Developing such software on modular principles can be a direction for further work. Here, the final result of 

the software product may be: 

• Forming a user request for patient data output; 

• Forming correlation, covariance, and inverse covariance matrices for the set of diagnostic features and converting 

them to a specific form according to the above methodology underlying the calculation of the patient data 

uniqueness coefficient; 

• Clustering of objects using the condensation search method based on the specified settings; 

• Searching for optimal partitioning of a set of objects (patients, characteristics) into classes with a high correlation 

of objects within a group and a weak one between groups. 

It is important to note that the main contribution of the obtained results is that they have no limitation to the hypothesis 

that an attacker would use accurate data matching to reidentify patients, especially given that in practice, datasets contain 

errors, duplicates, and other quality problems. 
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