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Abstract 

This study aims to evaluate the performance of NoSQL databases in distributed cloud computing environments, addressing 

the lack of comprehensive benchmarking in this domain. Specifically, it investigates MongoDB and Riak KV, two widely 

used NoSQL systems, across diverse cloud platforms, including Google Cloud, DigitalOcean, and OpenStack. Using the 

Yahoo Cloud Serving Benchmark, we designed and implemented a benchmarking model to measure key performance 

indicators, including latency, throughput, and scalability, under varying workloads and data sizes. The analysis revealed 

that MongoDB integrated with Google Cloud consistently outperformed other configurations, demonstrating superior 

throughput and lower latency in read and write operations. In contrast, Riak Key Value generally exhibited higher latency, 

especially in scan-intensive workloads. To support practical decision-making, a decision tree model was developed based 

on empirical findings to guide optimal selection of cloud computing platforms and databases. The proposed benchmarking 

framework is modular and extensible, allowing adaptation to other NoSQL technologies, cloud providers, and performance 

metrics. This research presents a novel, systematic methodology for evaluating NoSQL database performance in cloud 

environments, providing actionable insights for selecting high-performing, scalable solutions in big data applications. This 

modular design enables the addition of more database technologies, deployment options, and performance standards in the 

future, thereby supporting broader research and real-world applications in distributed systems and cloud computing. 

Keywords: NoSQL; Cloud Computing; MongoDB; Riak KV; Big Data; Cluster. 

1. Introduction 

With the growth of Cloud Computing (CC) technology, traditional network models are failing to provide adequate 

services for handling the large volumes of data continuously generated at high speeds across various domains [1]. This 

data is increasingly unstructured or semi-structured, making it complex and heterogeneous. Effective processing and 

analysis remain a high priority, especially in areas such as telecom and transportation optimization, where a standard 
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model for mobile users is needed to support business decisions [2]. The rise of IoT, multimedia, and social media has 

further increased the volume of unstructured data [3], intensifying the need for efficient software and hardware 

techniques to process it [4]. Similar requirements exist in engineering, business, science, healthcare, and society [5]. 

The emergence of numerous NoSQL databases and diverse CC applications has drawn global attention, with CC-driven 

big data now gaining interest from academia, industry, and governments [6, 7]. 

Despite the growing adoption of NoSQL databases, significant gaps persist in the literature. Prior studies have 

evaluated NoSQL databases, such as MongoDB, Cassandra, and Couchbase, using benchmarks like the Yahoo Cloud 

Serving Benchmark (YCSB) [3]. However, few have examined key-value stores like Riak KV in distributed big data 

contexts. Moreover, existing research often lacks systematic comparisons across multiple cloud platforms (e.g., Google 

Cloud, DigitalOcean, OpenStack) under diverse workloads, limiting insights into how cloud infrastructure impacts 

database performance [8-10]. The field of big data remains complex, with solutions heavily dependent on the technology 

and specific objectives, and there is a scarcity of practical, experimentally driven frameworks to guide database and 

cloud platform selection [11, 12]. For instance, while studies such as [3] these compared MongoDB’s performance, they 

did not include Riak KV or evaluate multiple cloud platforms. Additionally, Weitzenboeck et al. [10] focused on 

priority-based modifications without a standardized benchmarking approach. Accordingly, this study aims to propose a 

framework for a big data cluster based on a cloud platform by answering the following research question: 

RQ: What is the optimal technique for analyzing large datasets in cloud computing: Riak KV or MongoDB? 

This research significantly enhances our understanding of CC and big data by introducing a specialized framework 

for evaluating NoSQL databases in cloud data centers. The key advantage of this framework is its comprehensive 

approach, addressing the lack of robust evaluation methodologies in distributed and parallel processing environments. 

It enables detailed performance analysis, including throughput and latency under various conditions, providing clear 

insights into the strengths and weaknesses of databases such as Riak KV and MongoDB [13-15]. Furthermore, the 

decision tree constructed from multiple experiments offers a practical tool for database selection and optimization. 

Importantly, the adaptable nature of the model means it can be extended to other databases and cloud platforms, making 

it a valuable, versatile tool for researchers and practitioners aiming to compare and optimize database technologies in 

diverse CC environments.  

Table 1 summarizes the abbreviations that appeared in this paper. The following sections of this paper are organized 

as follows: Section 2 presents the research background and related literature. Section 3 discusses research methodology. 

Section 4 presents the experimental results and subsequent discussion. Section 5 presents the findings, outlines future 

research directions, and discusses research limitations. Conclusions are presented in Section 6. 

Table 1. Table of abbreviations used in the paper 

Abbreviation Definition Abbreviation Definition 

BSON Binary JavaScript Object Notation PaaS Platform as a Service 

CCP Cloud Computing Provider RDBMS Relational Database Management System 

CC Cloud Computing SQL Structured Query Language 

DB Data Base SSD Solid-State Drive 

IaaS Infrastructure as a Service SSH Secure Shell 

JSON JavaScript Object Notation VM Virtual Machine 

KV Key Value XML Extensible Markup Language 

NoSQL Not only Structured Query Language YCSB Yahoo Cloud Serving Benchmark 

2. Background and Related Literature 

This section presents the background of the research. First, the CC platform is discussed, followed by an overview 

of big data, and then an overview of NoSQL, including Riak KV and MongoDB. Ultimately, the recent literature related 

to the focus of this study is reviewed. 

2.1. Cloud Computing Platform Overview 

CC involves service provisioning, where companies offer computer-based services to customers over a network, 

typically following a pay-per-use model. Major platforms like Google Cloud, Amazon EC2, and Microsoft Azure 

provide attractive services for running applications in the cloud [1, 16]. The CC model offers several benefits, 

including lower operating costs, minimal upfront investment, elasticity, higher scalability, easy access via the web, 

and reduced maintenance costs and business risks. This study focuses on three CC platforms: DigitalOcean, 

OpenStack, and Google Cloud [17]. 
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DigitalOcean is popular with developers for its infrastructure as a service (IaaS) platform, offering private Virtual 

Machines (VMs) called "droplets" that can be configured in size, geographic area, data center, and operating system 

[18]. OpenStack, an open-source cloud software, manages a wide range of computing, networking, and storage resources 

and allows users to access on-demand resources [19, 20]. Google Cloud provides integrated cloud services, such as IaaS, 

Platform as a Service (PaaS), and serverless computing, built on the original Google App Engine framework to support 

web applications and data analytics. Each platform offers unique features and tools for managing and scaling cloud 

resources efficiently [21]. 

2.2. Big Data Overview 

Big data is understood and defined as large amounts of data that require a management tool to process at the right 

time and speed [22]. It refers to various types of data, including unstructured, semi-structured, and structured data, that 

can be thoroughly analyzed to uncover valuable information. It is impossible to manage this data type using a Relational 

Database Management System (RDBMS) [23]. The engine of big data has become the source of growth and innovation 

in the industry, which depends on various other emerging technologies, including IoT, CC, and analytics [24]. In other 

words, it is a vital resource for optimizing global output due to its impact on software-intensive industries, healthcare, 

administration, and education. Day by day, new data emerges from photographs and videos taken, social media posts, 

and other sources. The growing complexity of data has made processing it with available DBMSs more challenging 

[25]. A solution recently proposed to handle the rapid growth of data resources is to utilize more effective hardware. 

However, this approach is insufficient since massive amounts of data still exceed hardware developments [11].   

The nature of big data is often described using four significant characteristics, termed the 4 V’s: volume, velocity, 

variety, and veracity [26]. Each of these four Vs has a unique impact on data analysis. Volume refers to the quantity of 

all types of data produced and continuously expanded across a broad spectrum of sources. Most datasets are too big to 

be stored and analyzed using standard RDBMS technology. As a result, deficiencies and weaknesses became more 

apparent in traditional databases. With this issue in mind, distributed systems became a critical emerging form of 

technology. For example, by 2020, 43 trillion gigabytes of data had been created, and about 2.3 trillion gigabytes are 

generated daily [27]. Variety refers to the diverse categories of data collected through social networks, smartphones, or 

sensors. These include audio, image, video, text, and data logs in unstructured both structured formats [28]. Velocity 

describes the speed at which data is generated, saved, analyzed, and visualized. In the era of big data, new information 

is produced in real-time [29]. Due to the absorption of supplementary datasets, previously archived data, or legacy 

collection sets, streamed data from multiple sources is introduced. For example, approximately 204 million emails are 

sent out every minute, 2.46 million items are shared on Facebook, 100 hours of video are uploaded to YouTube, and 

more than 4 million search queries are performed on Google [30]. Veracity covers the level of certainty that the data 

represents. Various amounts of data from differing sources move around rapidly. This requires organizations to ensure 

the accuracy of the information they are exposed to [31]. 

2.3. NoSQL Databases Overview  

NoSQL is a more modern database category developed to address the limitations of RDBMSs in meeting the needs 

of big data. As a category, NoSQL describes various technologies that consider three aspects of big data: the 

exponentially increasing amount of data, the rate at which that data needs to be processed, and the most significant 

changes in data being created by today’s applications [31]. Due to the constant growth in database size, efficient data 

access and information extraction have become recurring issues. There are many types of NoSQL databases, many of 

which differ in structure and efficiency, necessitating a reevaluation and analysis of their performance. Accordingly, 

several key issues need to be addressed in NoSQL databases for big data in CC. Research and development are necessary 

to overcome these challenges and ensure that NoSQL databases can meet the demands of big data in CC environments 

[32, 33]. 

Additionally, performance in various environments needs to be accurately measured, and standards should be 

established for comparing different NoSQL databases. Further research is required to develop improved solutions for 

addressing these challenges and to ensure that NoSQL databases can meet the demands of big data in the CC [31, 34]. 

Accordingly, this study assesses the performance of three major database environments (DigitalOcean, OpenStack, and 

Google Cloud), deploying MongoDB and Riak KV as NoSQL tools. 

2.3.1. Riak Key Value 

The two NoSQL databases evaluated in this research (i.e., MongoDB and Riak KV) have different feature sets. Each 
database provides a core set of characteristics that can be used as a basis for performance evaluation. Riak KV is 
considered an open-source professional alternative to Riak Enterprise DS. The Enterprise Edition includes multi-data 

center tracking, replication, and additional functionalities [35]. Riak KV achieves rapid efficiency and superior 
operational continuity through automated data sharing across the cluster. With a masterless design that ensures high 
reliability and virtually linear scaling utilizing ordinary equipment, capacity can be extended simply without a significant 
operational strain [36]. The nodes of Riak create a cluster. To get the full benefits of Riak, this cluster is partitioned into 
virtual nodes and formed into a ring. The ring is a 160-bit integer space divided into partitions of identical sizes. Each 
node (also known as a physical node) in the ring hosts several virtual nodes (Vnodes) [37].  
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2.3.2. Mongo Databases  

MongoDB is a case of a document-oriented database. The primary storage components in a document database (such 
as MongoDB) are sets, rather than tables, in the case of RDBMS. These collections in MongoDB contain various JSON 
and BSON-based sub-documents or documents. Documents with similar structures are grouped into sets. It can be done 

as needed without any prior definition. MongoDB may include instances of documents, even arrays or lists of 
documents, within an instance or document [6]. Documents in MongoDB can belong to any basic data type (such as 
date, array, number, string, or subdocument). It has a unique variety of storage engines for a single deployment. This 
order facilitates data transfer between storage device technologies [38]. MongoDB has automatic sharing properties in 
which supplementary replica server nodes are added to the system. It is a high-speed database that not only provides 
indexing for primary attributes but also provides auxiliary attributes. This feature is available even in subdocuments. 

Using aggregation frameworks, Hadoop systems, and MapReduce, various collections can be compared [38]. To better 
understand the variances between Riak KV and MongoDB, this study analyzes several characteristics of the NoSQL 
databases, including replication, development language, data storage, and usage, among others.  

2.4. Literature Review 

As a critical property of CC, many studies have analyzed and evaluated big data in CC and distributed systems 
through NoSQL databases. This section reviews the most recent literature related to the focus of this study (i.e., NoSQL 
performance in distributed big data). Here, the focus was on the last five years, with a special emphasis on 2024 and 
2023. Table 2 summarizes the previous literature findings, highlights the distinctions of this study, and addresses the 
research gap.  

Table 2. Findings of the previous studies 

Study Year Study domain Findings 

Beckermann (2025) [3] 2025 Evaluation of ACID-compliant NoSQL systems. 
 Transactional YCSB enables realistic benchmarking of NoSQL systems that 

support ACID properties. 

Ferreira et al. (2025) [8] 2025 
Consistency level in NoSQL (Cassandra, MongoDB, 

and Redis). 
 Increasing the consistency level often results in performance degradation. 

Souza et al. (2025) [2] 2025 NoSQL eventual consistency. 
 Proposes a stochastic Petri net-based model to estimate energy consumption 

in NoSQL systems using quorum techniques. 

Araúo et al. (2024) [14] 2024 
Reliability levels of NoSQL using Cassandra and 

Riak KV 
 The findings indicate the effect of the consistency level on system 

performance. 

Krishan et al. (2024) [5] 2024 
Investigating how major NoSQL databases handle 

data consistency in distributed environments. 

 Each database offers unique mechanisms and trade-offs for maintaining 

consistency. 

 Importance of flexible and scalable strategies for ensuring data consistency. 

Martinez-Mosquera et al. 

(2024) [23] 
2024 

Integrating online analytical processing with NoSQL 

databases in Big Data environments. 
 NoSQL databases have superior scalability and high availability advantages. 

Andreoli et al. (2023) [13] 2023 
Modifying MongoDB to support priority-based user 

performance using OS-level scheduling tools 
 The solution proposed in the study lowers response times for high-priority 

users in mixed-priority scenarios. 

Bansal et al. (2023) [15] 2023 Column, document, and Key-value NoSQL  Architecture decisions influence NoSQL database performance. 

Carvalho et al. (2023) [6] 2023 
MongoDB, CouchDB, and Couchbase performance 

comparison using YCSB benchmark 

 MongoDB has the highest performance, except for scan operations. 

 CouchDB had the highest scale-up if the number of threads varied. 

da Silva & Lima (2023) [39] 2023 
Docker Swarm's affordability using Cassandra, 

Citus, and HBase 
 Cassandra's customizable reliability outperformed Citus and Hbase. 

Gomes et al. (2023) [7] 2023 
A generalized stochastic Petri net-based method to 

evaluate NoSQL-based cloud storage using quorum. 
 Experimental results confirm the practical feasibility and effectiveness of the 

proposed approach. 

Khan et al. (2023) [40] 2023 
Clustering to segment NoSQL solutions, compare 

them by data models and CAP theorem, and analyze 

big graph applications across six domains. 

 Offered a decision tree approach and a web tool to assist users in selecting 

NoSQL databases. 

Kim et al. (2023) [41] 2023 
MongoDB document storages using the GeoYCSB 

benchmark 

 Couchbase and MongoDB can scale effectively under different workload 

combinations. 

Nurhadi et al. (2021) [42] 2021 
MongoDB, Casandra, Redis, and Neo4j performance 

comparison 
 MongoDB is the best stable NoSQL for large amounts of data. 

Seghier & Kazar (2021) [43]  
MongoDB, Casandra, Redis performance 

comparison using YCSB tool 

 Redis performed the best in the read operation. 

 MongoDB performed the best in the scan operation. 

 Casandra was the worst in the update operation. 

Celesti et al. (2020) [44] 2020 
Casandra, MongoDB, Hbase, and Neo4j 

performance comparison 

 MongoDB provided the highest performance. 

 MongoDB also had the best NoSQL response time. 

Rmis & Topcu (2020) [12] 2020 
Evaluated Riak KV performance using distributed 

databases 

 As data size expanded, so did the number of threads, resulting in higher 

throughput and lower latency. 

 Only read operations yielded high performance. 

Present study 2024 
MongoDB and Riak KV performance comparison for 

big data in cloud environments 

 MongDB outperformed Riak KV in several tests, including read, insert, scan, 

and many modify operations. 

 Riak KV outperformed MongoDB in latency tests for read and insert 

operations, while latency results were very close in scan and modify 

operations. 

 Google Cloud platform outperformed other platforms, including OpenStack 

and DigitalOcean. 
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Beckermann (2025) presented Transactional YCSB, a new extension to YCSB that enables benchmarking of ACID-

compliant NoSQL systems using workloads with multi-operation transactions. Using this tool, the paper evaluates the 

performance of FoundationDB, MongoDB, and OrientDB, providing insights into how these systems handle complex 

transactional workloads [3]. Ferreira et al. (2025) Studied NoSQL consistency levels, highlighting their impact on data 

synchronization, availability, and system performance trade-offs. Increasing the consistency level often results in 

performance degradation. For example, Cassandra experiences significant slowdowns when switching to strong 

consistency [8]. This trade-off is a critical consideration for database engineers when selecting appropriate consistency 

levels for their applications [8]. Souza et al. (2025) proposed a stochastic Petri net-based model to estimate energy 

consumption in NoSQL systems using quorum techniques. This model enables different consistency levels to be chosen, 

allowing designers to balance performance and availability based on system needs [2]. 

Araújo et al. (2024) suggested a stochastic Petri net-based approach to measuring the reliability levels of NoSQL 

database systems using the quorum methodology. The models incorporate varying degrees of consistency and duplicate 

nodes to predict the system's availability, performance, and the likelihood of obtaining the most recent data. The 

experimental findings demonstrate that this strategy is feasible in practice [14]. Krishan et al. (2024) reviewed the 

challenges of maintaining data consistency in popular NoSQL databases, including Redis, CouchDB, MongoDB, Neo4J, 

and others. By analyzing the unique features, consistency models, and architectural approaches of each database, the 

study highlights how different NoSQL technologies balance the trade-offs between consistency, availability, and 

scalability. The findings emphasize the value of flexible and scalable strategies for ensuring data consistency in evolving 

NoSQL systems, particularly as the digital landscape continues to transform [5]. Martinez-Mosquera et al. (2024) 

reviewed literature on integrating OLAP with NoSQL databases in Big Data environments. Their findings consistently 

highlight NoSQL databases’ superior scalability and high availability advantages of NoSQL database [23]. 

Andreoli et al. (2023) proposed a modified MongoDB to support priority-based user performance using OS-level 

scheduling tools. Modified MongoDB NoSQL to support OS-level priority-based performance changes. Tests show that 

this strategy prioritizes response times for high-priority consumers in mixed-client scenarios. The suggested technique 

fails to compare the two approaches on a common basis adequately [13]. Bansal et al. (2023) investigated the 

performance of column, document, and key-value NoSQL databases in terms of response time, speed, and database size. 

The findings revealed that architecture decisions influence NoSQL database performance [15]. The suggested approach 

is reliable and identifies relevant criteria for informed decision-making. Carvalho et al. (2023) compared MongoDB, 

CouchDB, and Couchbase using the YCSB benchmark. The performance and scale-up were evaluated using YCSB 

workloads with varying records and thread counts [6]. The findings indicated that MongoDB has the highest throughput, 

except for scan operations. Furthermore, CouchDB achieved the highest scale-up when the number of threads varied. 

da Silva and Lima (2023) evaluated the affordability of Docker Swarm for cloud-based availability and scalability. The 

results find a balance between effectiveness and reproduction [39]. Cassandra's customizable reliability exceeded Citus 

and HBase in reproduction effectiveness [39]. This research identifies the ideal balance for low-power distribution 

systems. However, it lacks the efficiency and latency of the optimal technique investigated in the proposal.  

Gomes et al. (2023) employed stochastic Petri nets to evaluate the stability of NoSQL systems. They assessed system 

response, accessibility, and data quality. This study examines key components of NoSQL and identifies many traits [7]. 

Khan et al. (2023) conduct clustering to segment NoSQL solutions, compare them by data models and the CAP theorem, 

and analyze big graph applications across six domains. These methods were grouped, contrasted, and applied to large 

graphs in six themes. They offered a decision tree approach and a web tool to help users select NoSQL databases. It is 

unique research that highlights essential aspects of NoSQL database deployments [40]. However, this work leaves open 

the possibility of asking a question concerning the impact of SQL databases on identical settings. The suggested analysis 

does not encompass this scope. Kim et al. (2023) evaluated Couchbase and MongoDB document storage using the 

YCSB benchmark. A complex dataset was utilized to assess Apache Accumulo with the GeoMesa system, 

demonstrating GeoYCSB's flexibility [41]. This is a utility-based examination of two distinct kinds of NoSQL databases. 

This study compares SQL and NoSQL, presents novel performance evaluation methods, and illustrates a novel approach 

for analyzing energy consumption and latency in industrial IoT [41] systems. 

Nurhadi et al. (2021) investigated the NoSQL characteristics and capabilities using four indicators: efficiency, 
scalability, correctness, and complexity, to assess the suitability of NoSQL for various data types. They compared four 
databases: MongoDB, Cassandra, Redis, and Neo4j [42]. The experiment's results showed that MongoDB is the most 
stable NoSQL when dealing with large amounts of data. Seghier & Kazar (2021) conducted a comparative investigation 
of the performance of three regularly used systems, MongoDB, Redis, and Cassandra, using the YCSB tool to execute 
six custom workloads. Redis outperformed all other databases in read operations, and MongoDB outperformed 

Cassandra [43]. In scan operations, MongoDB outperformed both Redis and Cassandra, with Cassandra being more 
efficient than Redis. Cassandra made updating operations more challenging [43]. 

Celesti et al. (2020) tested four NoSQL databases: Casandra, MongoDB, HBase, and Neo4j. The NoSQL document-
based strategy implemented using MongoDB proved to be the most performant option for managing large amounts of 
telemonitoring data. MongoDB also had the best NoSQL response speeds across all queries [44]. Rmis & Topcu (2020) 
evaluated the performance of the Riak KV database, which stores and retrieves large distributed data. The findings 
revealed that as the data size expanded, so did the number of threads, resulting in higher throughput and lower latency. 
Only read operations yielded high performance [12]. 
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This study only examined literature that evaluated NoSQL on various platforms, particularly MongoDB and Riak 

KV. However, a large body of research compares relational databases, such as MySQL, to non-relational databases, 

including NoSQL options like MongoDB, Redis, Cassandra, HBase, Neo4j, and CouchDB. While these comparisons 

are helpful, this study focused only on evaluating NoSQL technologies for distributed big data, specifically MongoDB 

and Riak KV. Furthermore, the only identified work that examined Riak KV (i.e., [12]); however, in that paper, only 

Riak KV was assessed in big, distributed data without comparing it to other platforms. This study distinguishes itself by 

comparing two NoSQL platforms, MongoDB and Riak KV, in a big, distributed data environment. 

3. Proposed Method 

The performance behavior of the NoSQL database under various conditions is critical, as is the environment in which 

the database will run, and the best way to evaluate platforms. Using benchmarks (like parameters, expected data, and 

production configurations) and concurrent user workloads provides both businesses and IT with great insight into 

platforms [45]. This section provides an overview of the YCSB as a benchmark tool for running experiments. It also 

describes the methodology setting used to run the experiments. Figure 1 depicts the structure of this study. It is important 

to mention here that MongoDB and Riak KV were chosen because of resource limitations and the topic of our current 

study. These databases are important for having NoSQL distributed databases and were chosen because they were well-

liked and pertinent to the goals of our study. Our provided framework allows us to add new databases. However, adding 

each database require to do installation, database managements and operation that need to have more insight operations. 

 

Figure 1. flowchart of the methodolgy 

3.1. Yahoo Cloud Serving Benchmark 

YCSB is an open-source tool designed by Yahoo to establish benchmarking clients for various NoSQL data stores. 

Usually, they do not come with a SQL interface. The YCSB tool employs a vector-based method to develop benchmarks 

that accurately reflect an application’s specific performance. YCSB tools support only a subset of relational operations, 
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and instances of their implementation are typically very different from traditional RDBMS applications and are 

unsuitable for existing tools. 

The YCSB kernel package was created to evaluate various system performance characteristics, depending on a set of 

workloads, to evaluate a system’s appropriateness for different project types at various locales within the performance 

space [46]. The YCSB reporting framework conveys the total throughput of operations per second. The final tally is 

gauged by dividing the exact number of performed operations (writes and reads) by the workload time. The execution 

time refers to the duration between the commencement of the first operation in the workload and the completion of the 

final process, excluding the initial setup and final cleanup times. This execution time is likewise reported individually 

as the overall run time. Every workload execution generates a separate output file, which includes metadata and metrics. 

The YCSB architecture consists of the following components [41, 46]: 

 Workload Configuration: The workload configuration specifies the parameters of the workload generator, such as 

the type and mix of operations, the number of threads, and the test duration. 

 Workload: The YCSB workload specifies the types of operations that the client will perform on the database, 

including read, write, update, and delete. The workload can be customized to simulate different types of 

applications and data access patterns. 

 Core: The YCSB core provides the benchmark's primary functionality, including the ability to generate random 

data, execute database operations, and measure performance metrics. The YCSB client generates the workload and 

sends requests to the database. The client can be configured to simulate various workloads, including read-only 

and write-heavy workloads. 

 Database or Data Store: The database can be any NoSQL database that supports the YCSB API, such as Cassandra, 

MongoDB, or Riak. 

Overall, the YCSB architecture is designed to be flexible and extendable, allowing users to customize the benchmark 

to their specific needs and test a wide range of NoSQL databases. By simulating various workloads and measuring 

performance metrics such as latency, throughput, and scalability, the YCSB can help users evaluate the performance of 

different NoSQL databases and choose the one that best meets their needs. 

3.2. Experiment Settings 

The experiments conducted in this study included three main components of CC: benchmarks and the NoSQL 

database. NoSQL data stores emerge as alternatives to traditional data processing methods, offering scalability while 

managing large amounts of data. The primary reason for choosing MongoDB or Riak is their ability to handle and 

manage massive data in CC easily. MongoDB is one of the first non-relational databases, so many researchers and 

companies use it in comparison with new databases to know the strengths and weaknesses of recent versions of other 

non-relational databases, including Riak. Many MongoDB use cases can also be applied to Riak. Riak, however, is very 

competitive in terms of basic features, such as design, and is significantly easier to manage [35].  

The experiments were conducted in various CC environments using a benchmark to generate a common set of 

workloads and evaluate the performance of different databases. Figure 2 illustrates the experimental structure, which 

outlines the functions of the main components. The workload generator is responsible for fabricating a workload that 

simulates a set of operations that might be performed on a database or data store. The workload can be customized to 

simulate different types of applications and usage patterns. A benchmark file was prepared that consisted of various 

operations to be run on different NoSQL databases for testing purposes. The number of operations was equal to the 

record count for each database. The number of threads was identified to run the desired workload. This was done for 

varying proportions of data, from small to large. With each of these datasets, the number of chosen operations (read, 

update, delete, and others) was then run. All file operations can specify the following properties [47]:  

 The database name to use can be specified on the command line.  

 Thread count: number of client threads; alternatively, this may be defined on the command line.  

 Record count: the number of records in the dataset at the start of the workload.  

 Field count: the number of fields in a record.  

 Field length: the size of any field.  

 Min field length: the minimum size of each field.  

 Read proportion: it determines the percentage of data reads.  

 Update proportion: it determines the percentage of data updates.  

 Insert proportion: it determines the percentage of data inserted.  
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Figure 2. Experimental structure 

In summary, the goal of this research is to create workload and data access patterns on the cluster that are consistent 

with real-world application workloads, and to monitor its performance in a CP. It also examined the performance of 

NoSQL databases (Riak KV, MongoDB) with large amounts of data and various workload operations (read, update, or 

a combination of reads and updates). Furthermore, the performance of NoSQL databases (throughput and latency) was 

tracked while data was read, added, and scanned throughout update operations. Additionally, a decision tree was 

developed that could be used by developers and database operators to select MongoDB and Riak KV. 

To decrease the issue of limited control over communication quality in cloud environments, which could impact 

benchmarking results, several measures were implemented. First, the experiments were repeated multiple times to 

evaluate and verify the network communication quality. By conducting multiple runs of benchmarks and using statistical 

methods to average the results, the impact of transient network issues was reduced. This approach ensures these findings 

are more reliable and reflective of typical performance in cloud environments. We did use confidence intervals of 95%. 

4. Experimental Results 

In this study, various scenarios were conducted using different CC platforms according to these specific application 

areas. The study used VMs from three Cloud Computing Providers (CCPs). For each experimental analysis, the YCSB 

had a client with two sections: a set of scenarios and a workload generator. These scenarios are referred to as workloads 

and consist of a combination of read, update, and write operations performed on randomly selected records. In this 

study, VM was used in three CCPs. For each experimental analysis, the YCSB had a client with two sections: a) a set 

of scenarios and b) a load generator. These scenarios were referred to as workloads and consisted of a combination of 

read, update, and write operations. These workloads were also randomly selected. The predefined workloads are 

shown in Table 3. 

Table 3. The predefined workloads 

Workload Read Insert Update Scans Read-Modify-Write 

A 50 0 50 0 0 

B 95 0 5 0 0 

C 100 0 0 0 0 

D 95 5 0 0 0 

E 0 5 0 95 0 

F 50 0 0 0 50 
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The default data size in the basic core varies depending on the type of basic application. From this benchmark, 100K, 

5,000K, and 20,000K records were created. A record table was utilized, having ten fields per record. Each is identifiable 

by a primary key, such as the text “user412356”. Every field is labeled as field_0, field_1, and so on. Each field's value 

is a random ASCII string containing a 1 KB record (10 fields, 100 bytes each, plus the key) and a configurable number 

of 12 threads. Each experiment consisted of 10,000 operations. The dataset is presented in Table 4. 

Table 4. The dataset is used in experiments 

Record count Record size Total size 

10K 1 KB 10 MB 

5000K 1 KB 5 GB 

20000K 1 KB 20 GB 

A series of tests were performed on Droplet Type A for all platforms used (i.e., Google Cloud Platform, DigitalOcean, 

and OpenStack). Droplet Type A: 4 vCPUs, 4 GB RAM, 40 GB SSD. Five cluster VMs were used to perform 

experiments in the noted environment, as explained in Table 5. The subsequent section presents and evaluates the results 

of the YCSB-generated load (100K, 5,000K, 20,000K) records. OpenStack environment with 5 VMs running Ubuntu 

14.04.5 x64 with 4 GB RAM, size: 4 vCPUs/40 GB. The tested versions of the NoSQL databases are MongoDB version 

4.0, Riak KV version 2.2.3, and YCSB 0.15.0. Moreover, the OpenStack version was initially released in February 2017. 

Ubuntu 14.04 was chosen to ensure compatibility with the 2017 OpenStack release used in our testbed environment 

(refer to Table 5). This version also supports reproducibility, aligning our setup with conditions from prior studies (e.g., 

[36]) to enable meaningful comparisons. One known constraint is that Ubuntu 14.04’s kernel, version 3.13, lacks modern 

I/O schedulers, such as BFQ, which may potentially limit absolute performance. However, since our study focuses on 

relative performance comparisons between MongoDB and Riak KV, this limitation introduces minimal bias to the 

findings. To further address potential OS-induced variability, experiments were repeated multiple times, and average 

values were reported (see Section 3.2). This approach enhances the reliability of our results, ensuring that observed 

performance differences stem from the database systems themselves rather than kernel-level discrepancies. 

Table 5. The environment specifications used in this study 

Operating-system Ubuntu- 14.04 (64-bit) 

Memory 4 GB 

CPU 4 vCPUs / 40 GB 

Databases Riak KV 2.2.3, MongoDB 4.0 

Benchmark tools YCSB 0.15.0 

Clouds OpenStack, DigitalOcean, Google 

To compare the cost-effectiveness of different cloud providers, the pricing structure for virtual machine instances 

offered by Google Cloud Platform and DigitalOcean was investigated. This analysis focused specifically on the hourly 

cost of various instance types. Table 6 presents a selection of instance types from both providers, along with their 

corresponding hourly pricing. Based on the instance cost comparison, DigitalOcean typically offers lower hourly rates 

than Google Cloud Platform for the chosen instance types. However, it is crucial to consider other factors, such as 

performance, scalability, and additional features, when conducting a comprehensive assessment. These costs may vary 

due to factors like region, instance configuration, and usage patterns. 

Table 6. Cost-effectiveness analysis 

Instance type Google Cloud Platform ($) DigitalOcean ($) 

Instance type 1 0.05 0.03 

Instance type 2 0.08 0.06 

Instance type 3 0.12 0.09 

Instance type 4 0.16 0.12 

To compare throughput and the loading rate, different-sized records were loaded (100K, 5,000K, and 20,000K), as 

illustrated in Figure 3. In the figure, the results focused on data loading between OpenStack, DigitalOcean, and Google 

Cloud, and it was apparent that the load time on OpenStack was higher than on DigitalOcean. Additionally, no significant 

difference was evident between MongoDB and Riak KV. MongoDB possessed a shorter insert time, regardless of the 
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number of records, compared to Riak KV. Loading time also appeared to increase with the increase in the number of 

records until it reached OpenStack Riak KV 12 and 11 for OpenStack MongoDB when inserting 20,000K records. 

DigitalOcean Cloud results were better than Google Cloud in almost all record sizes. 

 

Figure 3. Data loading test 

4.1. Workload A 

This workload focused on read and update operations. Figure 4-a shows that MongoDB in Google Cloud achieved 

the best throughput with 100K and 5,000K keys at 98 and 81 operations/second, respectively. When the number of keys 

was increased to 20,000K for Riak KV, lower throughput was obtained compared to the other database, at 19.11 versus 

18 operations/second, respectively. MongoDB in Google Cloud achieved the best throughput and the lowest latency for 

reads. The update operations showed that Riak KV in OpenStack provided the highest latency for updates, with the 

highest latency value of 15.5 milliseconds, as shown in Figure 4-b.  
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(b) Latency time 

Figure 4. Throughput performance and latency time for the workload (A) 

4.2. Workload B 

This workload focused on read and update operations. Figure 5-a shows read and low update operations. MongoDB 

in Google Cloud peaked at 102, 97, and 81 operations per second in 100K, 5,000K, and 20,000K records, respectively. 

Riak KV achieved the highest latency results in OpenStack. In the read and update operations, it was 8 and 9 

milliseconds, respectively. For updated operations, MongoDB in Google Cloud achieved the lowest latency for both 

read and update operations; see Figure 5-b for details. 
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Figure 5. Throughput performance and latency time for the workload (B) 
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4.3. Workload C 

In this workload, all the operations were read-only. The results are illustrated in Figure 6-a. Google Cloud MongoDB 

achieved the highest performance for all three records. The lowest latency value was achieved for Riak KV in Google 

Cloud with all records in general, while the highest was for Riak in OpenStack. Figure 6-b shows the results. 

 

(a) Throughput performance 

 

(b) Latency time 

Figure 6. Throughput performance and latency time for the workload (C) 
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This workload focused on read and insert operations. Workload D was run with 95% reads and 5% inserts. MongoDB 
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and 73 operations/second. With an increase in data size, both MongoDB and Riak KV in Google Cloud began showing 

reduced throughput, but the performance of Riak KV was not even close to that of MongoDB, as shown in Figure 7-a. 

The latencies of both MongoDB and Riak KV in Google Cloud were close, although Riak KV had lower latency values. 

OpenStack Riak KV achieved the highest latency for both read and insert operations. However, the lowest latency for 

read operations was achieved by Google Cloud Riak KV, and for insert operations, it was achieved by OpenStack 

MongoDB. Results are shown in Figure 7-b. 
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(a) Throughput performance 

  

(b) Latency time 

Figure 7. Throughput performance and latency time for the workload (D) 

4.5. Workload E 
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(a) Throughput performance 

  

(b) Latency time 

Figure 8. Throughput performance and latency time for the workload (E) 

4.6. Workload F 
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only. For read operations, DigitalOcean Rika KV achieved the lowest latency overall, while for read-modify, 

Google Cloud MongoDB achieved the lowest, but the value was very close to Google Cloud Rika KV. See Figure 
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(a) Throughput performance 

  

(b) Latency time 

Figure 9. Throughput performance and latency time for the workload (F) 
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tested databases across all workloads. In Workload A (50% read, 50% update), MongoDB achieved 232 operations per 

second (ops/sec), outperforming Riak KV’s 77.88 ops/sec. This performance advantage is attributed to MongoDB’s 

document-oriented architecture, which leverages BSON storage and in-memory processing to optimize mixed 

operations. Similarly, in Workload C (100% read), MongoDB delivered 390 operations per second (ops/sec) compared 

to Riak KV’s 255 ops/sec, benefiting from efficient indexing and caching mechanisms that minimize read latency. An 

exception was noted in Workload E (scan-insert), where Riak KV exhibited lower latency (5.5 ms) than MongoDB (6.1 

ms), due to its distributed hash table structure, which performs well in scatter-gather queries. 

Table 7. The sum of throughput (operations/second) 

Workload A B C D E F 

MongoDB 

DigitalOcean 205.34 263.1 288.02 236.05 154.01 158 

OpenStack 152 260 296 208 110 148 

Google Cloud 232 280 390 284 145 226 

Riak KV 

DigitalOcean 72.89 130.32 239.08 168.33 79.57 159 

OpenStack 67 122 193 170 73 144 

Google Cloud 77.88 141 255 202.55 113 229 

Overall, MongoDB outperformed Riak KV in Workloads A, B, C, and D on Google Cloud and showed better results 

than on DigitalOcean and OpenStack in most cases. However, for scan and read-modify workloads (E and F), MongoDB 

performed more efficiently in the DigitalOcean environment. MongoDB’s scale-out architecture, combined with its 

flexibility, consistency, fault tolerance, and agility, positions it as a highly adaptable solution for modern data-intensive 

applications. Its ability to manage evolving data schemas, support rapid development, and ensure low downtime further 

strengthens its appeal for developers working in dynamic cloud-based environments. These results reinforce 

MongoDB’s value in Big Data analytics and operational scenarios requiring high performance and scalability. 

In write-heavy workloads (D and F), MongoDB demonstrated consistent performance, maintaining stable throughput 

around 200 operations per second. This stability is largely due to its use of journaling and replication, which enhance 

data durability and write efficiency. In contrast, Riak KV exhibited greater variability, with latency spikes fluctuating 

by up to ±20%. This inconsistency is attributed to its quorum-based write mechanism, which, while designed for high 

availability, can introduce delays under certain conditions [12]. For read-modify-write operations (Workload F), Riak 

KV performed nearly on par with MongoDB, achieving 229 ops/sec compared to MongoDB’s 226 ops/sec. This close 

performance gap highlights Riak KV’s effectiveness in handling transactional tasks, largely due to its use of atomic 

counters—a feature that supports consistent updates across distributed nodes. These findings suggest that while 

MongoDB is generally more stable in high-write scenarios, Riak KV can be a strong contender for specific transactional 

workflows. The results also emphasize the importance of understanding workload characteristics when selecting a 

NoSQL solution, as different architectures yield varying performance outcomes depending on the type of operation. 

Table 8 compares the latency between MongoDB and Riak KV in the three cloud environments. MongoDB in Google 

Cloud achieved the lowest latency in workload C (read operation), workload E (scan and insert operations), and 

workload F (read and read-modify operations) compared to Digital Ocean and OpenStack environments. However, the 

latency results for workload A (read 50% and update 50% operations), workload B (read 95% and update 5% 

operations), and workload D (read and insert operations) showed mixed values. In workload A, DigitalOcean 

demonstrated lower latency compared to Google Cloud and OpenStack. Moreover, in workload B, Google Cloud 

showed the lowest latency in update operations, while OpenStack showed the lowest latency in read operations. 

Similarly, in workload D, Google Cloud showed the lowest latency in read operations, while OpenStack showed the 

lowest latency in insert operations.  

Table 8. Mean latency (operations/second) R: Read; U: Update; I: Insert; S: Scan. RM: Read-Modify 

 A B C D E F 

Workload: MongoDB 

DigitalOcean R = 2.2, U = 5.9 R = 3.1, U = 2.8 R = 3.0 R = 4.5, I = 5.5 S = 6.1, I = 5.5 R = 2.8, RM = 12.1 

OpenStack R = 5.6, U = 7.6 R = 2.4, U = 4.4 R = 4.3 R = 5.0, I = 4.3 S = 6.0, I = 9.3 R = 5, RM = 13.3 

Google Cloud R = 2.4, U = 6.3 R = 3.1, U = 2.6 R = 2.4 R = 4.1, I = 5.6 S = 5.8, I = 4.6 R = 2.8, RM = 8.6 

 A B C D E F 

Workload: Riak KV 

DigitalOcean R = 2.5, U = 7.1 R = 3.7, U = 3.0 R = 2.8 R = 4.4, I = 5.3 S = 7.6, I = 7.0 R = 2.7, RM = 11.8 

OpenStack R = 8.5, U = 10.7 R = 3.7, U = 4.8 R = 5 R = 5.5, I = 7.0 S = 11.0, I = 8.0 R = 6.3, RM = 14.3 

Google Cloud R = 2.6, U = 7.8 R = 3.1, U = 2.1 R = 1.8 R = 3.1, I = 5.0 S = 5.5, I = 5.5 R = 4.0, RM = 8.6 
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Riak KV in Google Cloud exhibited lower latency values compared to Riak KV in DigitalOcean and Riak KV in 

OpenStack across workloads B, C, D, E, and the read-modify operation in workload F. However, Riak KV in 

DigitalOcean showed the lowest latency in workload A and for read operations in workload F. On the other hand, when 

comparing MongoDB and Riak KV, Riak KV achieved lower latency in workloads C and D, while MongoDB achieved 

lower latency in workloads A, B, E, and F in general.  

5.1.2. Cloud Platform Efficiency Comparison 

Google Cloud Riak KV showed higher performance when compared to other cloud environments for all workloads. 

This again emphasizes the capabilities of Google Cloud. Moreover, Google Cloud MongoDB showed higher 

performance values compared to Google Cloud Riak KV in all workloads, except for workload F (read and read-modify), 

where Riak KV showed slightly higher performance. Google Cloud emerged as the dominant environment for NoSQL 

performance in this study, particularly in supporting MongoDB workloads. For instance, in Workload D (read and 

insert), MongoDB on Google Cloud achieved 284 operations per second (ops/sec), outperforming its performance on 

DigitalOcean (236 ops/sec). This performance advantage is mainly due to Google Cloud’s robust infrastructure, 

including its proprietary fiber-optic network, which significantly reduces latency [21]. Additionally, the optimized 

virtual machine configurations, such as instances with four vCPUs and 4 GB of RAM, are well-suited to MongoDB’s 

memory-mapped storage engine, ensuring efficient resource utilization. 

In contrast, OpenStack demonstrated the weakest performance, with the highest latency observed for Riak KV in 

Workload F (14.3 ms). This underperformance is likely linked to the absence of proprietary optimizations found in 

commercial cloud platforms, which can negatively impact input/output (I/O) throughput [19]. Notably, Riak KV also 

performed better on Google Cloud than on other platforms across all workloads, reinforcing Google Cloud’s technical 

advantage. However, MongoDB consistently outperformed Riak KV within the Google Cloud environment in all 

workloads except for Workload F (read and read-modify), where Riak KV held a slight edge [38]. These results 

underscore Google Cloud’s effectiveness in handling high-performance NoSQL deployments. Its advanced networking, 

infrastructure tuning, and optimized resource provisioning make it a compelling choice for scalable, low-latency, data-

intensive applications. The findings demonstrate that both MongoDB and Riak KV benefit from Google Cloud’s 

capabilities, with MongoDB showing especially strong performance across a broad range of analytical workloads. 

5.2. Suggested Decision Tree 

Based on the results discussed in Sections 4 and 5.1, a decision tree was developed to help developers and researchers 

determine whether to use MongoDB or Riak KV. Some difficulties and possible solutions for overcoming problems in 

selecting the correct database and the right CC environment, considering various variables, are addressed here. The 

decision tree, presented in Figure 10, is divided into six sections based on the operation type, as discussed below. 

 The top split in the tree is workload A, which comprises 50/50 reads and updates. The highest performance was 

achieved with MongoDB in Google Cloud. Riak KV in OpenStack may be avoided. MongoDB in DigitalOcean 

has the lowest latency for reads and updates. 

 The second split, for workload B, yields the same results as for workload A; however, the difference in low latency 

represents the most suitable option. MongoDB in Google Cloud is recommended for both read and update 

operations. 

 Workload C focuses on read operations only. The highest performance was achieved with MongoDB in Google 

Cloud. Riak KV in Google Cloud has the lowest latency for read operations. However, Riak KV in OpenStack 

may be avoided for both low performance and high latency for read-only operations. 

 In the fourth split of the decision tree, for workload D, Google Cloud gives MongoDB the highest performance 

and the lowest latency with read operations. MongoDB in OpenStack achieves the lowest latency for insert 

operations. 

 In workload E, short ranges of records are queried. The highest performance was achieved by DigitalOcean 

MongoDB. Most of the poor results in OpenStack with Riak KV are due to the limited support for this cloud and 

the difficulty in managing it. OpenStack with Riak KV achieved the highest latency for both scan and insert 

operations, while Google Cloud Riak KV achieved the lowest latency for scan operations, and Google Cloud 

MongoDB achieved the lowest latency for insert operations. 

 Workload F involves the client reading a record, modifying it, and then writing back the modifications. Google 

Cloud also achieved the highest performance and lowest latency for both read and read-modify operations, while 

OpenStack Riak KV again achieved the lowest performance and the highest latency for both read and read-modify 

operations.  
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Figure 10. Decision tree for evaluating and testing in CC platforms 

5.3. Research Implications 

Although numerous studies have assessed the performance of NoSQL databases, including MongoDB and Riak KV, 

under diverse conditions, there is presently no direct research that examines database performance in a model identical 

to or closely resembling ours, especially within cloud environments utilizing Google Cloud, DigitalOcean, and 

OpenStack. This study offers a comparative analysis of MongoDB and Riak KV, emphasizing performance measures 

such as throughput and latency within a cloud-based context. Although other research (e.g., [42, 43, 48, 49]) has 

juxtaposed MongoDB with alternative NoSQL systems, such as Cassandra, Redis, and Neo4j, none have explicitly 

concentrated on OpenStack-based infrastructure or employed the identical benchmarking methodology used in this 

study. 
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The findings of this study indicate that MongoDB performed better than Riak KV. These results are in line with 

previous findings, such as [48, 49] those reported by, who reported that MongoDB can achieve high performance 

compared to Cassandra, HBase, and Microsoft SQL. Additionally, the findings validated those of [42] those who 

noted that MongoDB's performance was higher than that of Cassandra, Redis, and Neo4j. This is partly because 

MongoDB's registration conversion is copied into memory, which enhances the reading rate [43]. However, these 

results opposed the finding [43] that Redis outperformed all other databases in read operations. This may be because 

Redis stores and retrieves information using volatile memory. Given the consistent performance superiority of 

MongoDB over Riak KV, further investigation is warranted to examine the specific architectural and operational 

factors that contribute to MongoDB's efficiency. Future research could delve into the intricate details of MongoDB's 

memory management and query optimization strategies to uncover the underlying mechanisms that drive its high 

performance.  

The findings also support the findings of Carvalho et al. [6], who reported that MongoDB has the best runtime, except 

for workloads constituted by scan operations. The results showed that in scan operations, Riak KV showed less latency 

than MongoDB. However, this opposed the findings reported by Seghier et al. [43] MongoDB, which performed the 

best in scan operations. The discrepancy in findings regarding MongoDB's latency in scan operations highlights the need 

for further investigation into the factors that influence scan operation efficiency across different database systems. Future 

research could focus on analyzing the specific configurations, indexing strategies, and data access patterns that 

contribute to outcomes in scan operations. Understanding these nuances can provide valuable insights into optimizing 

database performance for specific types of workloads. 

The findings confirm that Google Cloud performed better than other cloud platforms, particularly in conjunction with 

MongoDB. Google Cloud has a significant advantage in its relationship with Google; its ability to access Google’s 

private fiber networking infrastructure facilitates stronger performance compared to standard network infrastructures 

[50]. These results indicate Google Cloud's superior performance and highlight the potential influence of cloud platform 

infrastructure on database performance. This suggests a need for further investigation into the specific technical 

capabilities and optimizations offered by cloud providers, particularly in terms of networking infrastructure and resource 

allocation mechanisms [51]. Future research could explore the underlying mechanisms and architectural features that 

contribute to Google Cloud's performance advantages, providing insights into best practices for leveraging cloud 

platforms to optimize database performance. 

5.4. Practical Implications 

For organizations seeking optimal database solutions for their applications, the empirical evidence suggesting 

MongoDB's superior performance compared to Riak KV underscores the practical advantage of considering MongoDB 

as a preferred choice, particularly in scenarios where read operations play a crucial role. Understanding the performance 

characteristics of different databases can inform strategic decision-making in database selection and architecture design, 

potentially leading to improved system efficiency and user experience. 

Developers aiming for high-performance analytics should opt for MongoDB on Google Cloud, which offers superior 

read throughput and stable performance across diverse workloads. However, for IoT-driven data streams where low 

scan latency is critical, Riak KV proves more suitable due to its efficient handling of scatter-gather operations. 

Developers should avoid deploying latency-sensitive applications on OpenStack unless the environment is optimized 

explicitly for NoSQL workloads, as it tends to exhibit higher latency and inconsistent performance. 

The divergent findings regarding MongoDB's performance in scan operations highlight the importance of 

conducting thorough performance evaluations tailored to the specific requirements of the application. While 

MongoDB may exhibit superior runtime in many scenarios, the observed latency in scan operations highlights the 

need to evaluate database performance across a range of workload types. This underscores the importance of 

comprehensive testing and benchmarking when selecting databases to ensure optimal performance across diverse 

usage scenarios. 

For organizations and cloud architects considering cloud platforms for hosting databases, the demonstrated 

performance advantage of Google Cloud, particularly when coupled with MongoDB, underscores the practical benefits 

of leveraging Google's Cloud infrastructure. Understanding the technical advantages afforded by Google Cloud's private 

fiber networking infrastructure can inform strategic decisions regarding cloud platform selection and resource allocation. 

By leveraging Google Cloud's robust networking capabilities, organizations can potentially achieve enhanced database 

performance and reliability, thereby improving overall system efficiency and user experience. When designing cloud 

infrastructure, architects should consider the cost-performance trade-off. While Google Cloud delivers higher 

throughput, DigitalOcean’s lower hourly rate ($0.06/hour vs. Google’s $0.08/hour for similar VM configurations) makes 

it a viable option for small-scale or budget-sensitive deployments, especially where peak performance is not the primary 

concern. Strategic platform selection can help balance operational costs with performance goals. 
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6. Conclusion 

Selecting the appropriate NoSQL database and CC environment remains a daunting task for both designers and 

business stakeholders. The primary objectives of this study were twofold: to assess the performance of big data in 

CC environments and to delineate the challenges and unresolved issues associated with big data in CC. This study 

includes a comparative analysis of performance across MongoDB and Riak KV databases. We scrutinized the 

throughput and latency analysis for these two databases within diverse CC environments, including Google Cloud, 

DigitalOcean, and OpenStack. We employed YCSB as the benchmark, owing to its widespread implementation in 

NoSQL database testing.  

The experiments consistently demonstrated MongoDB's superior performance within the Google Cloud environment. 

However, limitations in MongoDB's performance were observed within both DigitalOcean and OpenStack clouds. 

Moreover, OpenStack Riak KV showed high latency compared to others. A decision tree was subsequently devised to 

establish performance criteria for selecting databases and CC platforms. Future research endeavors could expand upon 

this study by comparing the leading NoSQL databases across different CCPs to identify the optimal database. Such 

analysis could encompass various benchmarks, including throughput, latency, scalability, and cost, while evaluating 

performance under diverse workloads and data types. This comparative assessment holds the potential to guide the 

selection of the most suitable database and CCP for specific use cases. 

6.1. Research Limitations and Future Research Directions 

While the study provides insightful results, it is essential to acknowledge certain limitations that affect the ability to 

definitively conclude which cloud platform is superior. The integration of MongoDB with Google Cloud demonstrated 

significant performance gains, particularly in managing extensive data reading and writing operations. Additionally, 

Google Cloud's infrastructure demonstrated superior manageability and efficiency in handling distributed environments 

and large datasets compared to other cloud platforms. However, these observations cannot be fully generalized due to 

the lack of detailed information regarding the specific instance types used in the comparison. Instance types, which 

define the virtual hardware configurations in cloud environments, play a crucial role in performance outcomes. Different 

instance types can have varying amounts of CPU, memory, storage, and network capabilities, which significantly 

influence the performance of database operations and big data processing. Without knowing the exact instance types 

used for Google Cloud, as well as for the other platforms, it is challenging to attribute the performance gains solely to 

the cloud platform itself. 

This study focuses solely on MongoDB and Riak KV as the NoSQL databases under evaluation. While these are 

popular choices, the NoSQL landscape is rapidly evolving, with numerous other databases offering different 

architectures and performance characteristics, such as Cassandra, Couchbase, and HBase. Broadening the study to 

encompass a wider variety of NoSQL databases would provide a more comprehensive view of the relative advantages, 

disadvantages, and applicability of different databases for various big data workloads in cloud environments. This 

extension would enhance comprehension and facilitate the identification of the most suitable databases for specific use 

cases. Similarly, the study deploys only the YCSB benchmark. Incorporating additional benchmarks or workload 

generators that can simulate more realistic and diverse workload scenarios, including mixed workloads, ad-hoc queries, 

and data models with varying complexities, would provide a more comprehensive evaluation. Additionally, the study 

focuses on three cloud platforms: DigitalOcean, OpenStack, and Google Cloud. While these are popular choices, the 

cloud computing landscape is rapidly evolving, with new platforms and services emerging constantly (e.g., Amazon 

Web Services, Microsoft Azure, IBM Cloud, etc.). Expanding the research to include these additional platforms would 

provide a more comprehensive understanding of the cloud ecosystem.  

The decision tree which was proposed is specifically modeled based on experiments conducted with text-based data 

which were the focus of the performance evaluation. While it provides useful guidance for similar workloads, it may 

not be directly applicable to other data types, such as multimedia files, which have distinct storage and access 

requirements. Furthermore, in this work, communication is used solely for setting up the nodes and, subsequently, 

running the benchmark on the cloud platform. This means we cannot control or manage the communication quality on 

the cloud server, as it is controlled by the server’s infrastructure. Future research could explore techniques for mitigating 

the impact of fluctuating communication on benchmarking results. This may include adaptive workload distribution 

strategies or performance profiling approaches that consider network latency and bandwidth constraints. The recognition 

of inherent limitations in controlling communication quality underscores the importance of designing experiments that 

are robust to fluctuations in network performance. This may involve implementing redundancy measures, optimizing 

data transfer protocols, or selecting cloud regions with reliable network infrastructure. Additionally, transparent 

reporting of communication constraints and their potential impact on benchmarking results can facilitate informed 

decision-making and the interpretation of performance metrics in cloud-based evaluation. 
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