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Abstract 

Fine Tuning Attribute Weighted Naïve Bayes (FTAWNB) is a reliable modified Naïve Bayes model. Even though it is 

able to provide high accuracy on ordinal data, this model is sensitive to outliers. To improve the performance of FTAWNB, 

this research modified the Partial Instances Reduction (PIR) technique to make the FTAWNB more adaptive to outliers. 

Nevertheless, in contrast to the original PIR technique, which substitutes missing values for data values deemed outliers, 

the PIR technique suggested in this study replaces data values deemed outliers using a Naïve Bayes weighting approach. 

The attribute values from the outlier data are replaced with the highest probability values for the attributes in the actual 

class. This PIR technique is referred to as modified PIR. The FTAWNB model with modified PIR has been evaluated using 

the Gaming Disorder dataset. Replacing the four attributes with the least amount of information resulted in accuracy gains 

of 99.74%, an increase of 1.53% over the FTAWNB model. The experimental result shows that adding the modified PIR 

technique to the FTAWNB model can handle the outlier in the data, proving it by increasing the performance in terms of 

accuracy, precision, and recall without pruning the dataset used. 
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1. Introduction 

Uncontrolled gaming patterns can cause Gaming Disorder (GD). The World Health Organization (WHO) has defined 

GD as a psychiatric disorder characterized by a pattern of persistent gaming or repetitive behavior, both online and 

offline, which is manifested by: 1) diminished ability to control the onset, frequency, intensity, duration, termination, 

and context of gaming; 2) increase priority on playing games, games take precedence over daily activities and other 

interests in life.; and 3) continue to increase gaming patterns even though negative consequences occur [1]. Prior to 

Gaming Disorder (GD) being classified as a mental disorder by the World Health Organization (WHO) in 2018, Jap et 

al. [2] conducted research on the level of gaming addiction in Indonesia by taking samples from several schools. Among 
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the 3,264 participants, 1,477 had continued to play games at least once a month. It is estimated that 150 of the 1,477 

participants may experience addiction, with a total of 89 participants possibly falling into the severe category. This study 

estimates that there is a 6.1% prevalence of people experiencing gaming addiction. Furthermore, a study showed that as 

many as 14% of teenagers in the capital city of Jakarta were indicated to be addicted to the Internet, and the two most 

common activities when surfing were playing online games and playing social media [3]. Next, a potential correlation 

test for Internet Gaming Disorder (IGD) was carried out on 639 Indonesian medical students in Jakarta. The IGD 

prevalence rate was 2.03% [4].  

In line with this, a study demonstrates a connection between young men's mental health and the amount of time they 

spend playing video games. Based on the research findings at one of the Vocational High Schools in North Sulawesi 

with 102 respondents, 42.2% of students fell into the high category regarding how long they played games. This number 

correlates with the mental health picture of teenagers at that school, which is in the poor/poor category with a percentage 

of 58.8% [5]. Concurrently, a study conducted on a sample of Garut City students revealed that 38.5% of them did not 

have an online game addiction, 15.3% had a mild addiction, and 46.2% had a severe addiction [6]. 

Research on the detrimental effects of excessive gaming indicates that GD should be given top priority in both 

physical and mental health. There is a significant gap between the healthcare needs of individuals vulnerable to GD and 

the resources available in the region [7]. While many health professionals recognize the profound impact of GD and 

express concern, they often struggle to respond effectively due to several barriers. A critical issue is the unavailability 

of high-quality consultation materials or clear procedural guidelines, which hampers their ability to provide targeted care 

[8]. Furthermore, existing research in this area is often undermined by weak sampling methods and inconsistent 

measurement tools, limiting the reliability and applicability of findings [9]. 

Classification is a way for researchers to organize, describe, and relate to their scientific disciplines, including 

psychology, with two main principles: validity and utility. The principle of validity ensures whether the classification 

scheme provides an accurate picture of understanding in accordance with science and symptoms. In comparison, the 

utility principle determines how functional the classification is. The purpose of classification is to enable and make it 

easier for experts to communicate about a disorder without having to make a long list of signs of a disorder [10]. 

The GD classification process can use methods in computer science to manage and synthesize psychological data. 

The collaboration of these two fields of science is called Psychoinformatics [11], when computer and information science 

changes the views and methodology of traditional psychology [12]. There has been a paradigm shift in the field of 

psychosocial and behavioral health from traditional experimental techniques towards the use of technology, enabling the 

study of people in their daily lives at the level of pertinent behavioral, psychological, and medical variables, such as 

communication patterns and psychophysiological data [13]. In fact, the basis of Artificial Intelligence (AI) relies on 

cognitive approaches in psychology. Psychiatry and clinical psychology that use machine learning techniques 

specifically utilize multidimensional data sets to learn statistical functions to predict individual outcomes [14]. 

One of the reliable classification models in machine learning is the Naive Bayes classifier. Naïve Bayes (NB) is a 

simple and reliable classification model for supervised classification [15]. This model is included in the ten best 

algorithms [16]. Probability estimates are the basis of Naive Bayes. Therefore, Naïve Bayes is suitable for computing 

high-dimensional text classification problems [17]. Nevertheless, assuming conditional independence between attributes 

is a weakness of Naïve Bayes [18]. Many studies have improved the performance of Naïve Bayes by adding structural 

extensions. Additionally, the process of selecting and weighting instances and attributes is another way to improve its 

performance. 

Almost all existing NB development models only focus on reducing the unrealistic assumption of attribute 

conditional independence or only emphasizing getting better conditional probability estimates. However, a study 

contends that both are equally significant. Then, it combines the attribute weighting concept with fine-tuning to create a 

framework called the FTAWNB (Fine-Tuning Attribute Weighted Naïve Bayes) model [18]. A Fine Tuned NB (FTNB), 

Boosted NB (BNB), Correlation-based Featured Weighting Filter for NB (CFW) and Standard NB (NB) have been 

compared with this FTAWNB model [19–22]. Compared to other models on the dataset, FTAWNB performs 

exceptionally well, outperforming NB and all other cutting-edge models. The FTAWNB model has notable weaknesses, 

particularly during the fine-tuning phase. One of its key limitations is its heightened sensitivity to outliers, which can 

significantly compromise its performance and reliability [18]. This sensitivity makes the model less robust in handling 

outlier data, highlighting a critical area for improvement.  

An instance is said to be an outlier because the instance dramatically deviates from the other instances in its class 

label. To reduce this sensitivity, it is recommended to use the PIR (Partial Instances Reduction) technique [23]. This 

technique does not remove all instances like traditional noise and outlier-filtering techniques but only removes some 

suspicious instances. 

This research uses ordinal data, so the PIR technique used is slightly modified. The original PIR technique will 

replace attribute values that are considered outliers with missing values. However, this research uses a Naïve Bayes 

weighting approach to replace data values that are considered outliers. Data considered an outlier is at the farthest 
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distance from the class centroid, and data on attributes has the most minor mutual information. The attribute values from 

the outlier data are then replaced with the highest probability values for the attributes in the actual class. Therefore, this 

PIR technique is called Modified PIR. 

This paper is structured as follows: Section 2 reviews the literature relevant to the methods applied in this study. 

Section 3 introduces the FTAWNB model with the modified PIR technique. Section 4 presents the experimental and 

analytical results for the gaming disorder datasets. Finally, Section 5 provides the conclusions of the study. 

2. Related Work 

Every region faces challenges in diagnosing health issues, according to reports from the WHO since 2001 [24]. The 

lack of treatment facilities and the drawn-out, laborious diagnosis procedure were also addressed by WHO [25]. As a 

result, many nations employ advanced technology and knowledge advancement to tackle mental health issues. Naïve 

Bayes is used in a number of studies to identify mental health issues. Research on mental health issues such as depression, 

anxiety disorders, and other conditions will still largely rely on machine learning models for prediction even in 2024 and 

beyond [26–31]. 

Nine classification algorithms—Gradient Boosting, Multi-Layer Perceptron (MLP), AdaBoost, XGBoost, Support 

Vector Machine (SVM), K-Nearest Neighbor (KNN), Random Forest, Decision Tree, and Gaussian Naïve Bayes 

(GNB)—were compared in a study on anxiety disorder. Out of the nine algorithms, MLP has the highest accuracy at 

99.96%, while GNB has the lowest accuracy at 79.46% [32]. Naïve Bayes performed better in cross-validation settings 

in Ioannidis et al.'s research on Internet addiction, but its PR-AUC performance varied more [33]. Additionally, a study 

that used data samples from 100 students assessed internet addiction. 88 of the 100 data samples that were used can be 

correctly classified by the Naive Bayes model [34]. An investigation was carried out to compare the auto-sklearn and 

multinomial logistic regression machine learning algorithms to the Naive Bayes model for mood and anxiety disorders 

prediction. Although each of the three models did well in terms of accuracy, the auto-sklearn model performed better 

than the other two [35]. 

Depression is another mental health condition that extensively utilizes machine learning models for early detection. 

One study developed a hybrid model combining Support Vector Machines (SVM) and Neural Networks for early 

detection of depression [30], another study employed a robust tuned extreme gradient boosting model generator to 

identify depression [31]. The Naive Bayes model was used in a number of studies to analyze depression; the datasets 

from Reddit [36], the Australian Data Archive [37], and survey data [38] yielded accuracy rates of 74.35%, 94%, and 

86.364%, respectively. Furthermore, a study classifies internet addiction and depression using questionnaire data. The 

research yielded an accuracy of 84.1% for the Naive Bayes model of Internet addiction and 88.9% for the depression 

model [39]. According to some of this literature, the Naive Bayes model has not yet proven to be the most accurate 

machine learning algorithm when compared to the algorithms employed in other research.  

The FTAWNB model was also used in previous research on ordinal data using the anxiety disorder dataset. The 

accuracy, precision, and recall of the model were found to be good, outperforming Gaussian, Categorical, and 

Multinomial Naïve Bayes models. With an accuracy value of 99.22%, According to the test results, the FTAWNB 

performs better in terms of recall, accuracy, and precision than the other three models. The accuracy of Multinomial 

Naïve Bayes is 61.104%, categorical is 91.592%, and Gaussian NB is 91.132% [40]. 

One of the improvements to the Naïve Bayes model is the Fine Tuning Attribute Weighted Naïve Bayes (FTAWNB) 

model, which combines the ideas of attribute weighting and fine-tuning to improve the Naive Bayer’s performance [18]. 

These two factors are thought to be equally significant in enhancing Naïve Bayes' performance. It is well known that 

Naïve Bayes (NB) predicts its class label and estimates the probability of its class membership using Equations 1 and 2. 

P(c) is the prior probability of class c; aj is the value of the jth attribute Aj of x; and P(aj|c) is the conditional probability 

of Aj = aj which belongs to class C and is estimable using Equations 3 and 4. In this context, the set of all potential c 

class labels is denoted by C; the amount of attributes is m. In this case, aij is the value of the jth attribute of the ith training 

instance, ci is the class label of the th training instance i, nj is the total value of the jth attribute Aj, and the indicator 

function δ(x,y) is one if x=y and zero otherwise. 

𝑃(𝑐|𝑥)𝑁𝐵 =
𝑃(𝑐) ∏ 𝑃(𝑎𝑗|𝑐)𝑚

𝑗=1

∑ 𝑃(𝑐) ∏ 𝑃(𝑎𝑗|𝑐)𝑚
𝑗=1𝑐∈𝐶

,                                                                                         (1) 

𝐶(𝑥)𝑁𝐵 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑐∈𝐶𝑃(𝑐|𝑥),                                                                                           (2)

  

𝑃(𝑐) =  
∑ 𝛿(𝑐𝑖,𝑐)+ 

1

𝑞
𝑛
𝑖=1

𝑛+1
,                                                                              (3) 

𝑃(𝑎𝑗|𝑐) =
∑ 𝛿(𝑎𝑖𝑗,𝑎𝑗)𝛿(𝑐𝑖,𝑐)+ 

1

𝑛𝑗

𝑛
𝑖=1

∑ 𝛿(𝑐𝑖,𝑐)+1𝑛
𝑖=1

,                                                                 (4) 
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The difference between FTAWNB and NB standard is in the equation used to compute the conditional probability 

P'(aj | c) in Equations 5 and 6. In this case, attribute weights and fine-tuning will be applied to the FTAWNB. 

𝑃(𝑐|𝑥)𝐹𝑇𝐴𝑊𝑁𝐵 =
𝑃(𝑐) ∏ 𝑃′(𝑎𝑗|𝑐)𝑚

𝑗=1

∑ 𝑃(𝑐) ∏ 𝑃′(𝑎𝑗|𝑐)𝑚
𝑗=1𝑐∈𝐶

                      (5) 

𝐶(𝑥)𝐹𝑇𝐴𝑊𝑁𝐵 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑐∈𝐶𝑃(𝑐|𝑥)                                  (6) 

Various machine learning algorithms in the literature address the outlier problem in different approaches. Some 

learning algorithms, such as decision trees, include an embedded pruning phase that primarily removes some tree 

branches in order to address outlier [41]. Other methods use a different phase for outlier reduction in which noisy events 

are detected and removed according to certain criteria [42–45] or corrected by changing the suspected value. There is a 

risk associated with labeling or correcting an instance because it may introduce a new noisy value [46, 47]. 

3. Proposed Method 

This study was approved by the Medical and Health Research Ethics Committee (MHREC), Faculty of Medicine, 

Public Health, and Nursing, Universitas Gadjah Mada, with an ethics number of KE/FK/0090/EC/2024. It begins with 

the procedure for gathering data, where the data used is questionnaires data with a sample age range of 12 to 20 years 

old were randomly sent to Indonesian schools in order to gather primary data on gaming disorders. The next step involves 

conducting the data preprocessing phase. The characteristics of the data utilized do not permit the presence of missing 

values within the dataset. Therefore, during the preprocessing stage, measures are taken to ensure that the data is in an 

ideal condition. The dataset pertaining to gaming disorders contains 782 instances. 

There are 45 attributes used in this study. Statements of symptoms of gaming disorder are found in attributes 1 

through 44 taken from the Gaming Disorder Detection Questionnaire (GDDK) adopted from the Internet Addiction 

Diagnostic Questionnaire (KDAI) [48], and the 45 attribute is the class label of GD prediction. The following is how 

Table 1 displays each statement's weight: Very rarely = 1, rarely = 2, Sometimes = 3, Often = 4, Very often=5, Always 

= 6, It is not in accordance with=0. The total of all the respondents' input is added to determine the final score. Those 

who score more than 170 are classified in the GD class. There are two class label used, namely No, and GD shown in 

Table 2. 

Table 1. Frequency rating of classification GD questionnaire 

Frequency rating Weight 

Very rarely 1 

Rarely 2 

Sometimes 3 

Often 4 

Very often 5 

Always 6 

Not in accordance 0 

Table 2. Classification GD 

GD Prediction Score Class 

No ≤107 0 

GD >107 1 

The model validation procedure employing 10-fold cross-validation comes next. Ten equal-sized portions of the data 

are separated out. Nine parts become training data, and one part becomes testing data for every fold, ranging from one 

to ten folds. FTAWNB consists of two algorithms: the classification algorithm and the training algorithm. As a result, 

the training process will further refine the FTAWNB model and the modified PIR technique, ultimately generating class 

predictions. A flowchart outlining the classification methodology employed in this study is provided in Figure 1.  

Meanwhile, as depicted in Figure 2, the proposed model operates in three distinct stages: the initialization phase, 

fine-tuning of conditional probabilities, and the modified partial instance reduction (PIR) phase. In the original PIR 

technique, instances identified as outliers are treated as missing values. However, the current research introduces a novel 

approach by incorporating a Naïve Bayes-based weighting method. This method replaces the attribute values of outliers 

with the values corresponding to the highest probability within the actual class of the dataset. This modification aims to 

preserve the integrity of the dataset while improving classification performance. 
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Figure 1. The suggested model classification's workflow diagram 

Following this replacement, an accuracy check is performed. If the accuracy fails to improve or shows a decline 

compared to the previous iteration, the process is terminated, as illustrated in the third phase of Figure 2. Notably, the 

proposed model focuses solely on modifying the attribute values of data points considered outliers rather than pruning 

or eliminating data from the gaming disorder dataset. This approach ensures that all data is retained while addressing 

outlier effects, thereby maintaining the dataset’s comprehensiveness and facilitating more robust classification results 

 

Figure 2. Framework FTAWNB with modified PIR 
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3.1. Initializing Conditional Probabilities Phase 

The weights of the attributes are determined in the first phase by considering the redundancy of the attributes and the 

relevance of the classes. Initializing conditional probabilities is the term for this phase. The same information is 

constructed and initialized using conditional probabilities, which aim to quantify the correlation between every pair of 

discrete random variables. Equations 7 and 8 define the computations of attribute-class relevance and attribute-attribute 

inter-correlation, respectively. I(Aj;Ak) denotes attribute inter-correlation, and I(Aj;C) denotes attribute-class relevance.  

𝐼(𝐴𝑗; 𝐶) =  ∑ ∑ 𝑃(𝑎𝑗 , 𝑐)𝑙𝑜𝑔
𝑃(𝑎𝑗,𝑐)

𝑃(𝑎𝑗)𝑃(𝑐)𝑐𝑎𝑗 ,                     (7) 

𝐼(𝐴𝑗; 𝐴𝑘) =  ∑ ∑ 𝑃(𝑎𝑗 , 𝑎𝑘)𝑙𝑜𝑔
𝑃(𝑎𝑗,𝑎𝑘)

𝑃(𝑎𝑗)𝑃(𝑎𝑘)𝑎𝑘𝑎𝑗 ,                    (8) 

Normalization is carried out into NI(Aj;C) and NI(Aj;Ak) using Equations 9 and 10 in order to maintain I(Aj;C) and 

(Aj;Ak) in the range [0,1]. 

𝑁𝐼(𝐴𝑗; 𝐶) =
𝐼(𝐴𝑗;𝐶)

1

𝑚
 ∑ 𝐼(𝐴𝑗;𝐶)𝑚

𝑗=1

,                                      (9) 

𝑁𝐼(𝐴𝑗; 𝐴𝑘) =
𝐼(𝐴𝑗;𝐴𝑘)

1

𝑚(𝑚−1)
 ∑ ∑ 𝐼(𝐴𝑗;𝐴𝑘;)

𝑚
𝑘=1 ∧𝑘≠𝑗

𝑚
𝑗=1

 ,                                          (10) 

Next, in order to determine the weight of the jth attribute, Dj, the subtraction procedure is executed utilizing Equation 

11. The weight of each attribute is determined by proportionally reducing the normalized mutual relevance and the 

normalized average mutual redundancy, as demonstrated by Equation 11. Because Dj, as defined by Equation 11, can be 

negative, Dj is converted to [0, 1] by Equation 12 using the standard sigmoid logistic function. where wj represents the jth 

attribute's discriminatory weight. 

𝐷𝑗 = 𝑁𝐼(𝐴𝑗; 𝐶) −  
1

𝑚−1
 ∑ 𝑁𝐼(𝐴𝑗; 𝐴𝑘)𝑚

𝑘=1 ∧𝑘≠𝑗                        (11) 

𝑤𝑗 =  
1

1+ 𝑒−𝐷𝑗                                     (12) 

3.2. Fine Tuning Conditional Probabilities Phase 

Based on the conditional probabilities of the training instances, fine-tuning is done in the second stage. First, for each 

training instance Ti(i=1,2,...,n), predict the class label (Cprediction) in turn. In the event that a training instance is 

misclassified (Cprediction ≠ Cactual), adjust the relevant conditional probabilities. Equations 13 and 14 provide a clearer 

illustration of the fine-tuning formula for each misclassified training instance, where cactu and cpred represent the actual 

class and class prediction, respectively. 

𝑃′(𝑎𝑗|𝑐𝑎𝑐𝑡𝑢) = 𝑃′(𝑎𝑗|𝑐𝑎𝑐𝑡𝑢) +  𝛿(𝑎𝑗,𝑐𝑎𝑐𝑡𝑢)                          (13) 

𝑃′(𝑎𝑗|𝑐𝑝𝑟𝑒𝑑) = 𝑃′(𝑎𝑗|𝑐𝑝𝑟𝑒𝑑) −  𝛿(𝑎𝑗,𝑐𝑝𝑟𝑒𝑑)                   (14) 

Hereafter, the learning rate is controlled by parameter η∈ [0,1]. Likewise, δ(aj,cpred) must be reduced in proportion 

to the error, the difference between β. P'(aj|cpred) and P'min(aj|cpred), and the learning rate η. Equations 15, 16, and 17 

provide the formulas for varying the step sizes δ(aj,cactu) and δ(aj,cpred) based on this analysis. 

𝛿(𝑎𝑗 , 𝑐𝑎𝑐𝑡𝑢) = 𝜂. (𝛼 .  𝑃′
𝑚𝑎𝑥(𝑎𝑗|𝑐𝑎𝑐𝑡𝑢) −  𝑃′(𝑎𝑗|𝑐𝑎𝑐𝑡𝑢)) . 𝑒𝑟𝑟𝑜𝑟                  (15) 

𝛿(𝑎𝑗 , 𝑐𝑝𝑟𝑒𝑑) = 𝜂. (𝛽 .  𝑃′(𝑎𝑗|𝑐𝑝𝑟𝑒𝑑) − 𝑃′𝑚𝑖𝑛(𝑎𝑗|𝑐𝑝𝑟𝑒𝑑)) . 𝑒𝑟𝑟𝑜𝑟                   (16) 

𝑒𝑟𝑟𝑜𝑟 = 𝑃(𝑐𝑝𝑟𝑒𝑑 |𝑇𝑖) −  𝑃(𝑐𝑎𝑐𝑡𝑢 |𝑇𝑖)                             (17) 

3.3. Modified Partial Instance Reduction Phase 

The third phase begins by detecting the presence of outliers using the calculation of the Euclidean distance of each 

instances to the actual class centroid point. An instance is considered as outlier when the closest distance to the centroid 

of a particular class is different from the predicted class. Equation 18 is used to calculate the c center point on the n 

attribute. Where k= total number of instances in label c, i= instances, and vi,n = value of row i in attribute n with label c. 

In the meantime, equation 19 is used to determine the distance between each set of data and the cluster center. Where 

d(i,c) is the distance of data i to the center of cluster c, (xni) is the i data on the n attribute, and (xnc) the c center point on 

the n attribute. 

Xnc = 
1

𝑘
 ×  ∑ 𝑣𝑖 ,𝑛

𝑘 
𝑖=0 ;                      (18) 

𝑑(𝑖, 𝑐) =  √[(𝑥1𝑖 − 𝑥1𝑐)2 +  (𝑥2𝑖 − 𝑥2𝑐)2 + ⋯ + (𝑥𝑛𝑖 − 𝑥𝑛𝑐)2]                               (19) 
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At this stage, we also look for the information gain (IG) value of each attribute and sort the IG value of each attribute 

from smallest to largest. Instances that are considered outliers will be replaced with attribute values starting from the 

attribute with the smallest IG to the largest according to the number of attributes selected. The modified PIR technique 

suggested in this study replaces data values that are deemed outliers using a Naïve Bayes weighting approach, as opposed 

to the original PIR technique, which substitutes missing values for outlier-class data values. Naive Bayes weighting is 

used to find the highest probability value of each attribute in the actual class.  

Data on attributes with the least information gain and data that are the furthest from the class centroid are regarded 

as outliers. The highest probability values for the attributes in the actual class are then used to replace the attribute values 

from the outlier data. Therefore, this method is known as modified PIR. Algorithm 1 shows the procedures carried out 

in the FTWNB with modified PIR method. 

Algorithm 1. FTWANB with Modified Partial Instances Reduction algorithm 

Input: dataset, i 

1 sorting IG value (dataset) 

2 buildAndEvaluate(FTAWNB(), dataset, fold:10) 

3 for (i = 0 to i < countFeature) 

4    buildcentroid() 

5    getouliters(centroid, dataset, igValList,i) 

6    buildAndEvaluate(FTAWNB(), dataset, fold:10) 

7       if(new accuracy < old accuracy) 

8         break; 

9       end if  

10.    else  

11.      return new accuracy 

12. end for 

Output: new dataset 

4. Result and Discussion 

4.1. Model Training Results 

The dataset is information collected from a survey of children aged 12 to 20 based on questions related to gaming 

disorders. There are 45 columns total—44 columns for each questionnaire question, 1 column for the class label, and 

782 rows to indicate the total number of participants. This 782 data are tested on the FTAWNB Model with modified 

PIR. The first experiment was carried out on the original FTAWB model; the next experiment was tested on FTAWNB 

with modified PIR by replacing outlier values on one, two, three, four and five attributes with the smallest Information 

Gain (IG) sequentially. Based on these experiment, the best accuracy was obtained when the value of the outlier data on 

the four attributes that had the smallest IG values were replaced with attribute values that had the greatest probability of 

attribute values in the actual class. 

The cross-validation results are presented in Table 3. The accuracy is as follows: 98.98% for FTAWNB with 

modified PIR (1 attribute); 99.23% for FTAWNB with modified PIR (two attributes); 99.49% for FTAWNB with 

modified PIR (three attributes); 99.74% for FTAWNB with modified PIR(four attributes) and 99.62% for FTAWNB 

with modified PIR (five attributes). Table 3's final row demonstrates that the number of instances in the dataset used 

for each model test has not decreased. It was also shown that there was a progressive decrease in the total number 

of outliers found. Using the original FTAWNB model yielded 70 outliers, utilizing FTAWNB with modified PIR 

(1 attribute) yielded 61 outliers, FTAWNB with modified PIR (2 attributes) produced 59 outliers, FTAWNB with 

modified PIR (3 attributes) produced 57 outliers, and FTAWNB with modified PIR (4 attributes) produced 47 

outliers. 
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Table 3. Stratified cross-validation of gaming disorder classification 

Parameter FTAWNB 

FTAWNB with 

modified PIR 

(1 attribute) 

FTAWNB with 

modified PIR 

(2 attributes) 

FTAWNB with 

modified PIR 

(3 attributes) 

FTAWNB with 

modified PIR 

(4 attributes) 

FTAWNB with 

modified PIR 

(5 attributes) 

Accuracy 98.21% 98.98% 99.23% 99.49% 99.74% 99.62% 

Correctly Classified Instances 768 774 776 778 780 779 

Incorrectly Classified Instances 14 8 6 4 2 3 

Kappa statistic 0.9362 0.9633 0.9725 0.9815 0.9908 0.9862 

Mean absolute error 0.0194 0.0145 0.0116 0.0102 0.0085 0.0081 

Root mean squared error 0.1045 0.0869 0.074 0.0669 0.0597 0.0583 

Relative absolute error 7.0215% 5.2544% 4.2157% 3.7072% 3.0822% 2.9389% 

Total number of Outliers 70 61 59 57 47 41 

Total number of instances 782 782 782 782 782 782 

As indicated in Table 4, model performance is evaluated using three criteria: recall, precision, and accuracy. 

Meanwhile, detailed performance by class is shown in Table 5. The reliability of the suggested FTAWNBmPIR model 

is evaluated by comparing its performance to that of the original FTAWNB model. Furthermore, the performance of the 

FTAWNBmPIR is compared to other well-known outlier-handling strategies, including reliable approaches like LOF 

(Local Outlier Factor). The FTAWNBmPIR (four attributes) model obtained the highest accuracy value of 99.74%. 

Thus, it can be demonstrated that the accuracy of the FTAWNB model on the dataset of gaming disorders was increased 

by 1.53%. Meanwhile, the single-attribute, two-attribute, three-attribute, five-attribute modified PIR, and FTAWNB 

with Local Outlier Factor (LOF) techniques each also show greater accuracy than the original FTAWNB model. 

Table 4. Model performance comparison of gaming disorder classification 

Model Accuracy Precision Recall 

FTAWNB 98.21% 98.3% 98.2% 

FTAWNB with modified PIR (one attribute) 98.98% 99.0% 99.0% 

FTAWNB with modified PIR (two attributes) 99.23% 99.3% 99.2% 

FTAWNB with modified PIR (three attributes) 99.49% 99.5% 99.5% 

FTAWNB with modified PIR (four attributes) 99.74% 99.7% 99.7% 

FTAWNB with modified PIR (five attributes) 99.62% 99.6% 99.6% 

FTAWNB with LOF 98.59% 98.6% 98.6% 

Table 5. Comprehensive performance indicators by class 

Model Class Precision (%) Recall (%) TP Rate (%) FP Rate (%) 

FTAWNB 
0 99.4 98.5 98.5 0.31 

1 92.6 96.9 96.9 0.15 

FTAWNB with modified PIR 

(one attribute) 

0 99.7 99.1 99.1 0.16 

1 95.5 98.4 98.4 0.09 

FTAWNB with modified PIR 

(two attributes) 

0 99.8 99.2 99.2 0.08 

1 96.2 99.2 99.2 0.08 

FTAWNB with modified PIR 

(three attributes) 

0 99.8 99.5 99.5 0.08 

1 97.7 99.2 99.2 0.05 

FTAWNB with modified PIR 

(four attributes) 

0 100 99.7 99.7 0 

1 98.5 100 100 0.03 

FTAWNB with modified PIR 

(five attributes) 

0 100 99.5 99.5 0 

1 97.7 100 100 0.05 

FTAWNB with LOF 
0 99.4 98.9 98.9 0.31 

1 94. 96.9 96.9 0.11 
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A comparison of the performance of the models tested on the gaming disorder dataset is shown in Figure 3. The 

results of the experiments that were done show that the suggested model, which is FTAWNB with a modified PIR (four 

attributes), achieved the highest accuracy, 99.74%. The same thing applies to precision and recall, which obtained the 

highest results in the FTAWNB with the modified PIR model (four attributes) of 99.70%. 

 

Figure 3. Comparison of Performance Models: FTAWNB, FTAWNB with modified PIR, and FTAWNB with LOF 

As previously explained, in this study, gaming disorder was classified into two classes, namely No and GD (0.1). 

Table 6 presents the confusion matrix results from each test. In the FTAWNB model, there were 643 true negatives, 125 

true positives, 10 false negatives, and 4 false positives. The FTAWNB model with modified PIR (one attribute) achieved 

647 true negatives, 127 true positives, 6 false negatives, and 2 false positives. When modified with PIR (two attributes), 

the model produced 648 true negatives, 128 true positives, 5 false negative, and 1 false positives. With PIR modification 

using three attributes, the model recorded 650 true negatives, 128 true positives, 3 false negative, and 1 false positives. 

Further modification with PIR (four attributes) resulted in 651 true negatives, 129 true positives, 2 false negatives, and 

0 false positives. The FTAWNB model with PIR (five attributes) reported 650 true negatives, 129 true positives, 3 false 

negatives, and 0 false positives. Finally, In the FTAWNB with LOF model, there were 646 true negatives, 125 true 

positives, 7 false negatives, and 4 false positives. 

Within the original FTAWNB model, 14 cases were classified incorrectly. Based on the modified PIR stage in the 

third phase, 10 false positive instances at index 79, 173, 176, 389, 468, 490, 664, 678, 706, and 720 were identified as 

outlier data. In contrast, the four false negative cases were not recognized as data outliers. The index numbers of the 

four false negative cases are 172, 200, 527, and 702. However, Table 6b shows that the developed model can produce 0 

false negative examples out of 4 false negative examples, which is not outlier data.  

Meanwhile, the 10 false positive instances, which were outlier data, experienced a decrease in the number of 

misclassified data and achieved the best performance when using FTAWNB with modified PIR (four attributes). It can 

be seen that the number of false positive cases has decreased to two, as shown in Table 6a. These two data have respective 

index numbers of 664 and 678. In the meantime, three false positive instances—indexes 664, 678, and 706—are 

produced when FTAWNB is used in conjunction with a modified PIR (five attributes). Based on these findings, the 

proposed model stops replacing outlier data at the fourth attribute and displays the best accuracy results. 

Table 6. Confusion matrix (a) class 0 (b) class 1 

Model Class 
Classified as 

(a) 

0 1 

FTAWNB 0 643 10 

FTAWNB with modified PIR (one attribute) 0 647 6 

FTAWNB with modified PIR (two attributes) 0 648 5 

FTAWNB with modified PIR (three attributes) 0 650 3 

FTAWNB with modified PIR (four attributes) 0 651 2 

FTAWNB with modified PIR (five attributes) 0 650 3 

FTAWNB with LOF 0 646 7 
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Model Class 
Classified as 

(b) 

0 1 

FTAWNB 1 4 125 

FTAWNB with modified PIR (one attribute) 1 2 127 

FTAWNB with modified PIR (two attributes) 1 1 128 

FTAWNB with modified PIR (three attributes) 1 1 128 

FTAWNB with modified PIR (four attributes) 1 0 129 

FTAWNB with modified PIR (five attributes) 1 0 129 

FTAWNB with LOF 1 4 125 
 

4.2. Model Testing Results 

Testing of the FTAWNBmPIR model was conducted using 73 testing data, separate from the 782 training data points 

used during the model training phase. Table 7 presents the performance evaluation results of the FTAWNBmPIR model 

on the test data. The evaluation parameters include the number of correctly and incorrectly classified instances, accuracy, 

precision, recall. 

Table 7. FTAWNBmPIR model testing results 

Parameter FTAWNBmPIR 

Incorrectly Classified Instances 3 

Correctly Classified Instances 70 

Accuracy 95,89 % 

Precision 98,35 % 

Recall 95,89 % 

Based on the results of the model testing on the test data, the FTAWNB model was able to classify 70 data correctly. 

Two respondent data that were detected early on for gaming disorder in the actual class could be classified correctly. 

Meanwhile, 3 misclassified data were data that were in the 4th index, the 66th index, and the 71st index. The three data 

were data whose number of respondent answers was close to the minimum gaming limit, which was 107. The number 

of answers for the three misclassified data were respectively as follows: 105, 105, and 99. The FTAWNBmPIR model 

produces an accuracy value of 95.89%. The accuracy value obtained in this test shows that the model is able to classify 

well. The comparison of actual class labels and predicted classes of the FTAWNBmPIR model is shown in Table 8. The 

test results show that the FTAWNBmPIR model is highly influenced by data distribution, in order to be able to perform 

good classification. 

Table 8. Confusion matrix testing FTAWNBmPIR model 

Model Class 
Classified as 

0 1 

FTAWNBmPIR 
0 68 3 

1 0 2 

4.3. Evaluation 

4.4. Model Using Depression Dataset 

This study also utilizes a depression dataset as benchmark data to evaluate the performance of the proposed 

FTAWNBmPIR model. The dataset, publicly available on Kaggle, comprises 2,556 instances with four commonly 

observed attributes representing depression symptoms and one class label attribute. Model training was conducted using 

both the original FTAWNB model and the enhanced FTAWNBmPIR model. The results of cross-validation are 

presented in Table 9. 

The FTAWNBmPIR model demonstrated superior accuracy compared to the original FTAWNB model, achieving 

an improvement of 4.3819%. Specifically, the FTAWNBmPIR model attained an accuracy of 86.5806%, whereas the 

original FTAWNB model achieved an accuracy of 82.1987%. In terms of correctly classified instances, the 

FTAWNBmPIR model accurately predicted 2,213 cases, surpassing the 2,101 correctly classified cases by the original 

FTAWNB model. 
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Table 9. Stratified cross-validation using depression dataset 

Parameter FTAWNB FTAWNBmPIR 

Accuracy 82.1987% 86.5806% 

Correctly Classified Instances 2101 2213 

Incorrectly Classified Instances 455 343 

Kappa statistic 0 0.3493 

Mean absolute error 0.2686 0.2087 

Root mean squared error 0.3662 0.3205 

Relative absolute error 91.7395% 71.2822% 

These findings demonstrate the potential applicability of the FTAWNBmPIR model in the mental health domain, 

particularly in addressing issues such as gaming disorder and depression. The model's effectiveness is substantiated by 

the observed improvements in accuracy across both datasets utilized in the study. The increase in accuracy highlights 

the model’s ability to effectively capture the intricate patterns and relationships inherent in mental health-related data. 

This capability is critical for developing reliable tools that can support mental health diagnostics and interventions. 

Specifically, the enhanced performance of the FTAWNBmPIR model suggests its suitability for practical applications 

in identifying and categorizing complex mental health conditions based on symptomatology and other relevant attributes. 

5. Conclusion 

Data in the mental health domain is mostly ordinal because measuring instruments are used as questionnaires. The 

partial instance reduction technique needs to be modified when using ordinal data. Missing values will be substituted for 

outlier values in the original PIR technique, but for ordinal data, it is preferable to avoid missing values. The partial 

instance reduction technique must be adjusted when dealing with ordinal data. The PIR technique can be modified to 

find attribute values with the highest probabilities in the actual class using Naïve Bayes probabilities. These values can 

then be used to replace attribute values in outlier instances. This partial instance reduction modification technique can 

improve the performance of the FTAWNB model on the dataset used. The greatest accuracy in the gaming disorders 

dataset was obtained when using the FTAWNB with a modified PIR (four attributes) model, amounting to 99.74%. In 

the case of the depression dataset, the FTAWNBmPIR model demonstrates superior performance compared to the 

original FTAWNB model. This improvement is evidenced by a notable increase in accuracy of 4.3819%. 

This research shows that adding the mPIR technique to the FTAWNB model can increase its performance without 

pruning data on the dataset used. This research also proves that the proposed model can reduce the number of outlier 

data in the dataset used. The results highlight the potential of the FTAWNBmPIR model for applications in the mental 

health field, especially in addressing conditions like gaming disorder and depression. The model's capability is supported 

by the notable improvements in accuracy observed across the datasets analyzed in this study. To improve the mPIR 

technique, future research could explore the alternative of feature selection methods and other distance measurement 

methods. 
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